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Electromagnetically Induced Transparency (EIT) is a phenomenon in which

the presence of a nonradiative coherence leads to destructive quantum interference,

causing an otherwise absorbing transition to become transparent. As a spectro-

scopic tool, EIT can be used to probe for the existence of nonradiative coherences

and to study their properties. Furthermore, EIT is of interest because it demon-

strates the control of quantum coherence to dramatically change the linear and

nonlinear optical properties of the system. Although EIT and related phenomena

have been studied extensively in atomic systems, analogous effects have not been

previously observed for interband transitions in semiconductors.

This dissertation presents experimental demonstrations of EIT using exci-

ton and biexciton transitions in semiconductor quantum wells. Results are first

presented which show that Rabi splitting of exciton and biexciton transitions is

possible, though affected by many-body interactions. The ability to induce Rabi

splitting is shown to be a prerequisite for establishing EIT in semiconductors. Nu-

merical simulations of the optical Bloch equations indicate that EIT signatures
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can be observed using transient pump-probe spectroscopic techniques in which

the pump is long and the probe is short relative to the dipole decoherence times.

Observations of EIT due to three types of nonradiative coherence are presented

and discussed: coherence between heavy-hole and light-hole valence bands, exciton

spin coherence, and biexcitonic coherence.

In addition to demonstrating EIT in semiconductors, this dissertation dis-

cusses how these EIT experiments provide valuable information about the interplay

of quantum coherence and many-body correlations in semiconductors. Studying

the behaviors of the EIT signatures under various experimental conditions shows

how the underlying nonradiative coherences are affected by exciton-exciton interac-

tions. More importantly, the EIT experiments presented here indicate new types of

quantum coherences induced by the many-body interactions themselves, a process

without analog in noninteracting atomic-like systems. Specifically, this disserta-

tion shows that in addition to bound biexciton states, even unbound two-exciton

states can lead to quantum coherence through many-body correlations.
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CHAPTER I

INTRODUCTION

The study of nonlinear optical processes in semiconductors is driven by two

primary goals. The first goal is fueled by the recent rapid growth in the number

and type of optical devices based on semiconductors. An understanding of the

physics of semiconductors is essential for improving existing devices, and the new

phenomena uncovered by research can lead to additional applications. But semi-

conductors are interesting not only for their technological applications, but also be-

cause they provide an environment for the study of physics in a strongly-interacting

many-body system. This second goal of studying the effects of many-body inter-

actions on the optical properties of a semiconductor system also hopefully leads

to a better understanding of many-body physics in general. These two goals are

complementary. The development of semiconductor technology provides the tools

and resources without which more basic research would progress slowly, if at all.

Likewise, the basic research into many-body interactions leads to a better under-

standing of semiconductors on which new technological advances can be built.

A particularly interesting nonlinear optical phenomenon which has been ex-

plored extensively in atomic systems is that of electromagnetically induced trans-

parency (EIT) [1–4]. EIT is a process in which an otherwise absorbing optical

transition is made transparent as a consequence of quantum interference. EIT

may be observed in a three-level system, such as the one shown in Fig. 1, with



2

two dipole transitions |a〉 ↔ |e〉 and |b〉 ↔ |e〉 sharing a common state. Because

there are two transition pathways to the common state, the transition amplitudes

interfere, which can lead to a vanishing net transition amplitude. The graphs

shown in Fig. 2 show an example of the dramatic changes which can be induced in

the absorption spectrum by EIT. The destructive interference in EIT is the direct

consequence of a nonradiative (Raman) coherence being induced in the system.

Many quantum interference effects related to EIT and a nonradiative coherence

have been explored in atomic systems. One of these effects is slow light, where

the group velocity of light pulses can be reduced to speeds on the order of a few

meters per second [5–7]. Another effect is that of adiabatic population transfer,

where populations can be transferred without loss between states which are not

directly dipole coupled [8, 9]. Experiments have also demonstrated that light can

effectively be stopped, stored in a nonradiative coherence, and then read out at a

later time [10, 11]. There are also schemes for lasing without inversion which are

based on the generation of nonradiative coherences [4, 12–14]. As all these phe-

nomena are related, the demonstration of EIT in a system can open the door to

this wide array of fascinating effects.

There has been considerable interest in demonstrating EIT and related phe-

nomena in semiconductors. A major reason for this interest lies in the possibility

of making practical solid-state devices based on EIT. It had often been questioned

whether or not EIT would even be possible in semiconductors, due to the high

decoherence rates relative to atomic systems. However, the observation of Rabi

oscillations in semiconductors [15] strongly suggested that this decoherence could

be overcome. Furthermore, effects of nonradiative coherences have been studied
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e

b
a

FIGURE 1. Example three-level system in which EIT may be observed. The
arrows indicate allowed dipole transitions.

previously in semiconductor systems, although not at field intensities high enough

to observe EIT [16–19]. There have been a few theoretical proposals indicating that

EIT should be possible in semiconductor systems [20–24]; however, experimental

verification has been largely unsuccessful. EIT effects have been demonstrated in

semiconductor systems using the far-infrared intraband transitions [22]. However,

there have not previously been demonstrations of EIT using the more useful optical

frequency interband transitions.

Optical excitations in semiconductors can often be qualitatively understood

through analogy with atomic-like systems. The process of exciting an electron to

the conduction band from the valence band (leaving behind a hole in the valence

band) can be approximated by an electric dipole transition. Furthermore, the

lowest-energy optical transitions in direct gap semiconductors such as GaAs are

dominated by excitonic effects. An exciton is formed when the Coulomb interaction

between a negatively charged electron and positively charged hole leads to a bound

state, much like an electron and proton form a hydrogen atom. Therefore, it is
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FIGURE 2. Example of EIT. (a) Calculated absorption spectrum for a two-level
dipole transition. (b) Calculated absorption spectrum in three-level system show-
ing EIT. The absorption becomes nearly zero at the center of the absorption peak,
meaning the transition has become transparent at that frequency. The details of
how these spectra are calculated will be discussed in Chapter II.

not surprising that excitonic transitions share many optical properties with atomic

transitions.

While a correct theoretical treatment of the semiconductor system requires

sophisticated models which include the effects of many-body interactions, in many

situations the interaction of excitonic transitions with an optical field can be qual-

itatively described in terms of the simpler optical Bloch equations (OBE). With

the addition of corrections to account for many-body effects, such a model can

be used quite effectively to understand the nonlinear optical properties of exciton

transitions. For example, these models have been used successfully to describe
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photon echo, four-wave mixing, and quantum beat experiments in semiconductors

[25].

Regardless of the analogies between excitons and atoms, excitons are sub-

ject to effects and interactions simply not found in atomic systems. An optical

transition in an atom corresponds to moving an electron between states within

that atom. In contrast, an optical transition in a semiconductor corresponds to

creating an exciton, not making transitions within an existing exciton. In an

atomic system, the atomic density can be fixed regardless of any incident fields.

However, in a semiconductor, the density of excitons depends strongly on the in-

cident field which excites them. With increasing exciton density comes increased

exciton-exciton scattering, leading to effects such as excitation induced dephasing

(EID) [26], in which the dephasing rate of dipole transitions depends on the exciton

density.

Another consequence of the strong exciton-exciton interaction is the forma-

tion of many-exciton states. For example, bound and unbound biexciton states

may be formed via the Coulomb interactions between two excitons, much like

molecules can be formed from atoms. The existence of biexciton states has been

found to have dramatic effects on the optical properties of semiconductors. In

addition to biexcitons, states made up of larger numbers of excitons may also be

formed; however, so far biexcitons have been found to have the largest effect on

the optical properties.

Including these exciton-exciton interactions into rigorous theoretical models

of semiconductors is challenging, but significant progress has been made. The

semiconductor Bloch equations (SBE) [27] model optical interactions with semi-
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conductors within the Hartree-Fock (HF), or mean-field, limit. HF theories such as

this account for the electron-hole Coulomb interaction which leads to excitons, and

also correctly describe exchange interactions. Models based on the SBE have been

highly effective for understanding a wide variety of semiconductor phenomena.

However, HF theories such as the SBE do not account for Coulomb correlations,

the interactions beyond the mean-field limit. As effects of Coulomb correlations

such as biexcitons have been explored by experiments, more sophisticated theo-

ries have been developed. The most successful theory is based on a microscopic

model in which the correlations are classified by their order in the external opti-

cal field. The Dynamics Controlled Truncation Scheme (DCTS) [28] introduces a

way to truncate the infinite series of correlation terms by limiting the field to a

certain order. DCTS theories have been used to describe the optical properties of

semiconductors, including biexcitonic effects, up to third order in the optical field,

and in some cases up to fifth order. However, these perturbation approaches are

computationally demanding, which has restricted their use so far to low orders of

the optical field.

There exist a wide variety of highly nonlinear optical phenomena which can-

not be explained properly using a perturbation expansion in the optical field. One

such process is that of Rabi oscillation. It is well known from studies of both spin

and atomic systems that when a resonant optical field is applied to a two-level

transition, the probabilities of occupation in the states oscillate at a frequency

which is proportional to the product of the electric field magnitude and the dipole

moment of the transition [29]. While the related optical Stark shift has been stud-

ied extensively, Rabi oscillations of excitonic transitions in semiconductors have
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only recently been observed [15]. The counterpart of Rabi oscillations in the spec-

tral domain, called either optical Stark splitting or Rabi splitting, has also been

recently observed [30]. These important experiments show that even highly non-

linear optical phenomena in atomic systems can have analogs in excitonic systems,

although it should be noted that the full effects of Coulomb correlations on exciton

Rabi oscillations are not completely understood at this time.

These developments also provide motivation and justification for taking other

highly nonlinear optical effects which have been observed in atomic systems, and

extending their study to semiconductors. It is in this spirit which we attempt

to apply the concepts of EIT to a semiconductor system. While analogy with

atomic phenomena can help guide the experiments in semiconductors, it is the

differences observed in the semiconductor system which will help lead to advances

in theoretical understanding of many-body systems.

In this dissertation, we present experimental demonstration that EIT is in-

deed possible in semiconductors, and show EIT resulting from three distinct non-

radiative coherences. The first example uses a nonradiative coherence between

valence bands in order to cause EIT, which is based on a previous theoretical pro-

posal. Although the choice of this system for EIT is the most obvious one, and

we do successfully demonstrate weak EIT signatures, it turns out to be a poor

choice for observing strong EIT effects. The problem with this system is the large

decoherence rate for the valence band coherence. The decoherence is made even

worse by the effects of EID caused by a large exciton population necessarily excited

during the EIT experiment.

The second example of EIT is based on generating a nonradiative coherence
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between exciton spin states. This exciton spin coherence leads to strong EIT

effects, which is interesting in and of itself. However, a more significant consequence

of these experiments is that it demonstrates an example of a nonradiative coherence

which is only possible due to the presence of many-body biexciton states. We

further show that the exciton spin coherence can be induced through unbound

biexciton states, in addition to bound states. Instead of being a hindrance in

this case, the exciton-exciton interactions allow for EIT to be realized in ways not

possible in noninteracting atomic systems.

The third example of EIT again uses biexciton states, but this time to gener-

ate directly a biexcitonic coherence between the ground and bound biexciton states.

The advantage of this system is that we can avoid the excitation of a large exciton

population, which causes additional decoherence and limits the strength of EIT

observed in the first two examples. Using this system, we are able to demonstrate

a factor of twenty reduction in the absorption of an exciton resonance.

In addition to demonstrating that strong EIT effects are possible using exci-

tonic transitions, we also use the experimental results to explore how correlations

affect the quantum coherences in the system. By studying the effects of varying

the experimental parameters, we use the EIT experiments as a spectroscopic tool

to access the properties of nonradiative coherences. As noted before, one signif-

icant result is that nonradiative quantum coherences can be induced via exciton

correlations. We also discover an energy shift of the biexcitonic coherence which is

a direct consequence of exciton correlations. The properties of these nonradiative

coherences are easily discerned from the large changes to the absorption caused by

EIT.
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Some qualitative aspects of our experiments may be understood through

analogies with atomic systems, such as the basic mechanism for EIT arising from a

nonradiative coherence. Other aspects, such as the correlation-induced coherences,

are unique to a many-body system. In order to fully describe these experimental

results, a theory will need to include the effects of Coulomb correlations on the

optical nonlinearities. This combination represents a considerable challenge to

current theoretical approaches, although progress is being made. The experiments

presented here have already led to a collaboration [31] which has advanced the

sophistication of theoretical models. It is hoped that these and future experiments

will lead to even greater understanding of the physics of many-body systems.

The organization of this dissertation is as follows. Chapter 2 introduces the

phenomenon of EIT in an atomic-like three-level system using a theoretical model

based on the OBE. We begin by exploring analytical solutions to the OBE for

steady-state excitation conditions. We then present numerical simulations of the

equations showing that EIT may also be observed using pulsed excitation. Chap-

ter 3 discusses the optical properties of excitons and biexcitons in semiconductors,

which will be necessary to understand the experimental results. In Chapter 4, we

briefly describe our experimental setup and methods. Chapter 5 presents exper-

imental results showing Rabi splitting of exciton transitions. We use the results

for two purposes. First, we show that the observation of Rabi splitting indicates

that we can generate pump intensities of the correct magnitude to observe EIT.

Second, we investigate how many-body correlations affect Rabi splitting in semi-

conductors. The next three chapters are devoted to experimental demonstrations

of EIT in semiconductors. Chapter 6 discusses EIT based on a valence band co-
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herence. Chapter 7 shows how exciton correlations may be used to generate an

exciton spin coherence which leads to EIT. In Chapter 8, we explore strong EIT

effects caused by a biexcitonic coherence. Finally, Chapter 9 is a summary of both

the experimental results and the understanding of many-body physics we have

gained from them.
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CHAPTER II

ELECTROMAGNETICALLY INDUCED TRANSPARENCY

As described in the Introduction chapter, Electromagnetically induced trans-

parency (EIT) is a process whereby quantum interference causes an otherwise ab-

sorbing optical transition to become transparent. In this chapter, we will discuss

the details of how EIT occurs in various atomic-like three-level systems. We will

see that EIT depends on the generation of a nonradiative coherence in the system,

and that EIT may be used as spectroscopic tool both to probe for the existence of

and to determine the properties of such nonradiative coherences.

EIT may occur in any configuration of three-level system; the three types are

called Λ, cascade, and V systems as shown in Fig. 3. In this chapter, we will focus

on the Λ system with states |a〉, |b〉, and |e〉, where the |a〉 ↔ |e〉 and |b〉 ↔ |e〉

are dipole transitions coupled by electric fields Ea and Eb, respectively, as shown

in Fig. 4. The |a〉 ↔ |b〉 transition is not allowed via a dipole transition, but is

allowed via a two-photon transition through the excited state.

Optical Bloch Equations for the Λ System

To describe the interaction of the electric fields with the three-level system,

we use a model based on solving the optical Bloch equations (OBE). The semi-

classical OBE describe the interaction of a quantum system with classical light

fields. Solutions to the OBE for a two-level system interacting with a monochro-

matic light field are well-known and can be found in almost any quantum optics
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FIGURE 3. Types of three-level systems.
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FIGURE 4. Λ system with electric fields applied to dipole transitions.

textbook. Solutions for three-level systems are more difficult to find, but are dis-

cussed in a few references [4, 29]. Exact analytical solutions are often possible if

the applied fields are assumed monochromatic, and this limit is discussed most

commonly in the literature. In some cases, an analytical solution can be obtained

by assuming the incident fields have a delta-function temporal shape [25]. As will

be discussed later, our experimental realizations of EIT in semiconductors require
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the use of temporally long pulsed excitation in the range where neither a quasi-

CW approximation nor a delta-function pulse shape is valid, so exact solutions of

the OBE are generally not possible. Therefore, we must rely on numerical solu-

tions to the OBE, using temporal pulse shapes approximating those used in our

experiments.

For the three-level system and the two applied fields, the Hamiltonian consists

of two parts, the atomic HamiltonianH0, describing the free evolution of the atomic

states, given by

H0 = h̄


ωee 0 0

0 ωaa 0

0 0 ωbb

 (2.1)

and an interaction Hamiltonian V , describing the interaction between the atomic

dipole transitions and the electric fields, given by

V = −


0 µaEa µbEb

µaEa 0 0

µbEb 0 0

 (2.2)

where µa and µb are the components of the dipole matrix elements ~µa = 〈a|e~r|e〉

and ~µb = 〈b|e~r|e〉 along the electric fields ~Ea and ~Eb, respectively. For convenience,

µa and µb are taken to be real.

The applied electric fields are given by
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Ea(t) =
1

2
Ea(t)e

−iνat + c.c. (2.3)

Eb(t) =
1

2
Eb(t)e

−iνbt + c.c. (2.4)

which are real by construction. The quantities Ea(t) and Eb(t) are the slowly

varying (relative to the optical frequencies νa and νb) amplitudes of the electric

fields. For convenience, we will refer to the electric fields in terms of their Rabi

frequencies Ωa and Ωb,

Ωa(t) =
µaEa(t)

h̄
(2.5)

Ωb(t) =
µbEb(t)

h̄
(2.6)

The state of the three-level system is given by a 3× 3 density matrix of the

form:

ρ =


ρee ρea ρeb

ρae ρaa ρab

ρbe ρba ρbb

 (2.7)

The diagonal matrix elements ρee, ρaa, and ρbb give the populations of levels |e〉,

|a〉, and |b〉, respectively. The matrix elements ρea = ρ∗ae and ρeb = ρ∗be describe

the coherence for the dipole transitions. The matrix element ρba = ρ∗ab describes
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the two-photon nonradiative coherence.

The equations of motion for the density matrix elements are derived using

the time-evolution relationship ρ̇ = i
h̄
[ρ,H]. We make the substitutions

ρea = p̃ae
−iνat (2.8)

ρeb = p̃be
−iνbt (2.9)

ρba = p̃bae
i(νb−νa)t (2.10)

to factor out the rapidly varying components of the dipole coherences which os-

cillate at the optical frequencies. For convenience, we also make the following

replacements:

ρaa = na (2.11)

ρbb = nb (2.12)

ρee = ne (2.13)

Using the Hamiltonian and the above substitutions for the density matrix

elements we may derive the OBE for the Λ system. We drop rapidly varying and

nonresonant terms by making the rotating wave approximation (RWA). We also
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set na + nb + ne = 1 to normalize the total level population to one. Finally, we

introduce phenomenologically the decay of the the level populations and dipole

coherences described by the density matrix elements. With these assumptions, we

arrive at the following equations:

˙̃pa(t) = (iδa − γa)p̃a(t)−
iΩa(t)

2
[1− nb(t)− 2na(t)] +

iΩb(t)

2
p̃ba(t) (2.14)

˙̃pb(t) = (iδb − γb)p̃b(t)−
iΩb(t)

2
[1− na(t)− 2nb(t)] +

iΩa(t)

2
p̃ba(t)

∗ (2.15)

˙̃pba(t) = [i(δa − δb)− γab] p̃ba(t)−
iΩa(t)

2
p̃b(t)

∗ +
iΩb(t)

2
p̃a(t) (2.16)

ṅa(t) = Γa(1− na(t)− nb(t)) +
i

2
(Ωa(t)

∗p̃a(t)− c.c.) (2.17)

ṅb(t) = Γb(1− na(t)− nb(t)) +
i

2
(Ωb(t)

∗p̃b(t)− c.c.) (2.18)

where δa = νa − ωa and δb = νb − ωb give the detunings of the applied fields from

the dipole transitions with energies ωa = ωee−ωaa and ωb = ωee−ωbb, respectively.

The terms γa and γb describe the dephasing of the dipole coherences, the terms

Γa and Γb describe population relaxation from the state |e〉 into states |a〉 and |b〉,
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and the term γab describes the decay of the nonradiative coherence between states

|a〉 and |b〉.

We will assume state |a〉 is the ground state of the system, with no initial

occupation of state |b〉, and will seek to measure EIT in the |a〉 ↔ |e〉 transition. We

assume that Ωa is a weak probe beam, while we place no limitation on the strength

of the pump Ωb. Under these restrictions, we solve the OBE perturbatively up to

first order in Ωa. To zeroth order in Ωa, n
(0)
a = 1, and all other terms are zero.

Note that this is a direct consequence of states |b〉 and |e〉 being unoccupied in the

absence of Ωa, so that Ωb is pumping on an “empty” transition. This would not

be the case for a V system.

To first order in Ωa, we obtain the following coupled equations:

˙̃p(1)
a (t) = (iδa − γ) p̃(1)

a (t) +
iΩa(t)

2
+
iΩb(t)

2
p̃

(1)
ba (t) (2.19)

˙̃p
(1)
ba (t) = [i (δa − δb)− γab] p̃

(1)
ba (t) +

iΩb(t)
∗

2
p̃(1)

a (t) (2.20)

where we have replaced γa by γ, since the dipole decoherence rate for the |b〉 ↔ |e〉

transition does not enter the equations. These two equations can be solved to

find the response of the system to the pump and probe fields. Even before finding

solutions, we can deduce some basic results from the equations. First, if the pump

field is absent, we set Ωb = 0 and find that Eqn. 2.19 reduces to the result for the

linear response of a two-level system. Likewise, if we set pba = 0 so that there is

no nonradiative coherence, we get the same result. Therefore, any changes in the

absorption spectrum can be traced directly back to the presence of the nonradiative
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coherence. Second, looking at Eqn. 2.20 confirms that the nonradiative coherence

requires that both Ωb and Ωa act on the system (because p̃
(1)
a ∝ Ωa). Though

this is not surprising based on the fact that the excitation |a〉 ↔ |b〉 requires a

two-photon transition, it is still important to keep in mind when interpreting the

solutions to the equations.

Additional details relating to the derivation of the OBE for each configuration

of three-level system are given in Appendix B. In the next two sections, we will

solve the OBE we have derived for the Λ system first under steady-state conditions,

and second under transient conditions more appropriate for our semiconductor

experiments.

Steady-State EIT Solutions

Before proceeding to solve these equations numerically, it is useful to review

the analytic solutions for steady-state excitation conditions. We are interested

primarily in the absorption spectrum α(δa) of the probe field, which is calculated

from the relation: α ∝ Im
[

p̃
(1)
a

Ωa

]
. Solving the above equations 2.19 and 2.20 for

p̃
(1)
a in the steady-state limit yields:

p̃(1)
a =

− iΩa

2
[i (δa − δb)− γab]

(iδa − γ) [i (δa − δb)− γab] + |Ωb|2
4

(2.21)

from which the absorption spectrum of the probe is readily calculated.

In Fig. 5 we plot as the solid line the probe absorption spectrum for the

conditions γab = 0.01γ, δb = 0, and Ωb = γ. Throughout this dissertation, when

plotting theoretical results we will reference all time and frequency parameters
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to the dipole decoherence rate γ. We also plot as the dotted line the absorption

spectrum for the probe in the absence of the pump, i.e. the linear absorption.

As can be seen in Fig. 5, the pump field has a dramatic effect on the absorption

spectrum, leading to a narrow region of almost complete transparency at δa = 0.
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FIGURE 5. EIT in the absorption spectrum of the probe for steady-state exci-
tation. The solid line is the normalized absorption of the probe as a function of
the probe detuning δa, calculated from Eqn. 2.21 with γab = 0.01γ, δb = 0, and
Ωb = γ. The dashed line is the linear absorption spectrum of the probe.

The change in absorption lineshape has been interpreted in several manners,

including explanations drawing on the dark state in the system and explanations

based on interference in the absorption to states dressed by the pump field [3].

For the purposes of this dissertation, however, it will be useful to understand the

EIT absorption lineshape based on the effects of the nonradiative coherence in

the OBE. In Eqn. 2.19, it is the imaginary part of the equation that determines
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the absorption spectrum of the probe. In the absence of the pump, the term

iΩa

2
leads to absorption. The term iΩb

2
p̃

(1)
ba can counteract this absorption if its

imaginary part is negative, which occurs for Re[p̃
(1)
ba ] < 0. The magnitude of the

nonradiative coherence comes from Eqn. 2.20, which to a first approximation gives

a resonance with width γab centered at δa = δb. It is this resonance condition for

the nonradiative coherence which leads directly to the EIT dip in Fig. 5. Because

the driving term in Eqn. 2.20 is nonlinear in Ωb, higher pump strengths lead to

larger regions in the absorption spectrum over which the nonradiative coherence

has an effect. In Fig. 6 we show that as the pump field strength Ωb is increased,

the EIT dip gets progressively broader.

The spectra shown in Fig. 6 for higher pump intensities appear to resemble

the sum of two Lorentzian peaks centered at δa = ±Ωb/2. Indeed, these peaks

reflect the strong absorption to the states of the |b〉 ↔ |e〉 transition dressed by

the pump field. However, note that the absorption at δa = 0 approaches zero, a

result which is not consistent with the sum of two positive resonances. The EIT

lineshape reflects the destructive interference cause by the nonradiative coherence.

The resonance condition for the nonradiative coherence can be further demon-

strated by changing the pump detuning δb. As shown in Fig.7(a), the minimum

absorption occurs at a spectral position given by δa = δb. The EIT dip also begins

to look more dispersive in lineshape. For larger values of γab, the EIT dip does not

occur exactly at δa = δb, as shown in Fig.7(b). This same behavior may also occur

for smaller values of Ωb.

The resonance condition for the nonradiative coherence reflects the two-

photon nature of the |a〉 ↔ |b〉 transition. As shown by the diagram in Fig. 8(a),
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FIGURE 6. Dependence of the EIT spectrum on the pump strength. Absorption
spectra are plotted for the values of Ωb given in the figure, and with γab = 0.01γ
and δb = 0.

the transition from |a〉 ↔ |b〉 is resonant when the detunings of the pump and

probe are equal. Therefore, the largest magnitude of the nonradiative coherence

will be generated for the resonance condition δa = δb. Although we have limited

our discussion to a Λ configuration so far, we should also discuss the two-photon

resonance condition for the V and cascade systems. As shown in Fig. 8(b), the

resonance condition for the V system is the same as for the Λ system; however, as
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shown in Fig. 8(c), the resonance condition is different for the cascade configura-

tion, where it changes to δa = −δb.
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FIGURE 7. EIT spectra for different values of the pump detuning δb, and with
Ωb = 2γ. For (a), γab = 0.01γ and for (b), γab = 0.5γ.

For a given pump field strength Ωb, the magnitude of the nonradiative co-

herence that can be generated is determined by the decoherence rate γab. Figure 9

shows that this effect of changing γab is reflected in the width and depth of the

EIT dip in the absorption spectrum. In fact, if γab is too large, indicating that no

significant nonradiative coherence can be generated, then the EIT dip disappears

entirely and the absorption spectrum reverts to that of linear absorption for a
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FIGURE 8. Resonance conditions for the two-photon transition between states |a〉
and b〉 for (a) Λ-system, (b) V -system, and (C) cascade-system.

two-level system.

As the above graphs show, simply applying pump and probe to a three-level

system does not guarantee that an EIT signature will be observed in the probe

absorption spectrum. We can derive a general condition for the observation of EIT

from Eqn. 2.21. Setting δb = 0, the absorption reduction for δa = 0 is given by the

ratio

α (δa = 0)

α0

=
1

1 + |Ωb|2
4γγab

(2.22)

where α0 is the absorption at δa = 0 for Ωb = 0. In order to achieve greater

than 50 percent reduction in absorption, we therefore must meet the requirement

|Ωb|2 > 4γaγab.

For completeness, we should also point out that the large changes in the

absorption spectrum associated with EIT have corresponding effects in the index



24

0

1 γ
ab

 = 0.1 γ

 

0

1 γ
ab

 = 0.5 γ

 

α
 (n

or
m

al
iz

ed
)

0

1 γ
ab

 = γ

 

-4 -2 0 2 4
0

1 γ
ab

 = 10 γ

δ
a
/γ

 

FIGURE 9. EIT spectra for different values of the decoherence rate γab. For all
curves, δb = 0, and Ωb = γ.

of refraction. In Fig. 10 we show the index of refraction as a function of δa both for

a two-level system, and for the Λ system with the same parameters as for Fig. 5.

When EIT is present, the index of refraction changes the sign of its slope and

can become very steep. These changes have been used to demonstrate slowing

of the group velocity of light pulses [5–7]. Although the results discussed in this

dissertation focus on the changes to the absorption spectrum caused by EIT, the
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corresponding changes to the index of refraction are also necessarily present.
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FIGURE 10. Index of refraction as a function of probe detuning for (a) two-level
system, and (b) Λ-system when EIT is observed in absorption spectrum. For (b),
the parameters are the same as for Fig. 5.

Transient EIT Solutions

In this section, we will look at solutions to the OBE in Eqns. 2.19 and 2.20

when the pump and probe fields are given by pulses. Despite our best efforts, we

could not observe EIT in semiconductors under CW excitation conditions, due to

a large increase in decoherence rates caused by scattering from a steady-state ex-

citon population. However, we found that EIT signatures could be experimentally

observed using pump pulses of a few picoseconds duration and probe pulses of 150

femptoseconds duration. In this section, will show that EIT signatures appear

in the solutions to the OBE for these transient excitation conditions used in our
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experiments.

The numerical modeling was performed using Mathematica. The coupled

differential equations given in Eqns. 2.19 and 2.20 were solved numerically using a

fourth-order Runge-Kutta routine, with Gaussian temporal pulse shapes for Ωa(t)

and Ωb(t) (the exact pulse shape was found to have no significant effect on the

results, as long as it varied smoothly in time). Fourier transforms of the functions

p̃
(1)
a (t) and Ωa(t) were taken to give p̃

(1)
a (δa) and Ωa(δa). The absorption spectrum

was then calculated using the relation α ∝ Im
[

p̃
(1)
a (δa)
Ωa(δa)

]
. The resulting spectrum

was normalized so that the peak value of the linear absorption equaled one. The

Mathematica script used for the simulations is included in Appendix C.

To confirm that the simulation gives the correct results for the absorption

of a two-level system subject excited by a short probe pulse, we plot the numer-

ical solutions for both Im[p̃
(1)
a (t)] in Fig. 11(a), and the corresponding absorption

spectrum in Fig. 11(b), for Ωb = 0. The polarization Im[p̃
(1)
a (t)] is initially excited

by the short probe pulse and then decays exponentially at the dipole decoherence

rate γ. As long as the probe duration is short compared with the dipole dephasing

time, the initial spike in Im[p̃
(1)
a (t)] represents a small fraction of the total signal

and the spectrum is determined primarily by the slow decay. This is equivalent

to requiring that the spectral bandwidth of the probe pulse be large compared

with the absorption linewidth we wish to measure. The numerically calculated

absorption spectrum for the short probe pulse shown in Fig. 11(b) matches the

analytically calculated Lorentzian absorption resonance obtained for CW excita-

tion plotted in Fig. 11(c). The width of the absorption resonance is determined

by the dipole decoherence rate, with the full-width at half-maximum given by 2γ.
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The Lorentzian line shape simply reflects the Fourier transform of the exponential

decay of Im[p̃
(1)
a (t)].
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FIGURE 11. Numerical solutions of OBE for a two-level system excited by a short
probe pulse of duration .1γ−1. (a) Time dependence of Im[p̃

(1)
a (t)] (solid curve).

The dashed curve gives the probe amplitude Ωa(t). (b) Numerically calculated ab-
sorption spectrum (c) Theoretical linear absorption spectrum for two-level system
measured by CW probe.

Having verified that a short (compared with the dipole decoherence time)

probe pulse can be used to obtain the correct absorption spectrum for a two-level

system, we turn next to the EIT situation. In the experiments, our first inclination

was to use shorter pump pulses in order to make the pump Rabi frequency as high

as possible. However, an analysis of the OBE shows that longer pump pulses are
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actually better. In Eqn. 2.19 determining the time evolution of p̃
(1)
a (t), the term

which leads to the EIT dip in the absorption spectrum, iΩb(t)
2
p̃

(1)
ba (t), contains a

factor of Ωb(t). Therefore, when Ωb(t) = 0, there will be no effect at that time

on the absorption of the |a〉 ↔ |e〉 transition, regardless of the magnitude of the

nonradiative coherence. To maximize the effects of the nonradiative coherence on

the |a〉 ↔ |e〉 transition, the pump pulse should be as long as possible. Here,

we choose a pump duration of 10γ−1, which is long compared with the dipole

decoherence time, but still short enough to be experimentally practical.

In Fig. 12 we present numerical results showing EIT in the probe absorption

spectrum for these pulsed excitation conditions, with γab = 0.01γ, Ωb = γ at its

peak, and with the probe arriving at the peak of the pump pulse. The absorption

spectrum shows a distinct EIT dip which appears similar to that observed for

CW pumping conditions. To understand better the origin of the EIT signature

for pulsed excitation, it is useful to look directly at the time dependence of the

solutions for Im[p̃
(1)
a (t)] and Re[p̃

(1)
ab (t)], which are plotted in Fig. 13. The decay

of Im[p̃
(1)
a (t)] is modified by the presence of the pump field and the nonradiative

coherence, which leads to the alteration of the absorption lineshape. Also note that

the nonradiative coherence Re[p̃
(1)
ab (t)] is zero until both the pump and probe have

arrived, and is negative for times after that, indicating that it leads to a reduction

in absorption.

One parameter in the pulsed case which is not present in the CW case is

the delay between the peaks of the pump and probe pulses, which we denote by

τ . We define a positive pump-probe delay to mean that the probe arrives after

the peak of the pump. Figure 14 shows absorption spectra for various pump-
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FIGURE 12. Calculated EIT absorption spectrum for pulsed excitation conditions.
The probe and pump durations are .1γ−1 and 10γ−1, respectively, and the probe
arrives at the peak of the pump. Other parameters are γab = 0.01γ, Ωb(0) = γ,
and δb = 0. The pump spectrum is plotted as the shaded area.

probe delays. The depth of the EIT dip is strongly dependent on the pump-probe

delay, and the results are not symmetric about τ = 0. The EIT dip appears at

relatively large negative delays, and is deepest when the probe slightly precedes

the pump. The EIT dip disappears rapidly for positive delays. This behavior

can be understood by examining the temporal behavior of Im[p̃
(1)
a (t)], which is

shown in Fig. 15 for the same pump-probe delays as in Fig. 14. Also plotted is

the temporal behavior of the product Re[p̃
(1)
ab (t)]Ωb(t), which gives the strength of

the nonradiative coherence term which leads to EIT. For large negative delays,

Im[p̃
(1)
a (t)] has decayed significantly even before the arrival of the pump. Because

most of this decay has a simple exponential dependence, and also because the

nonradiative coherence term is small, the effects of EIT in the absorption spectrum
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FIGURE 13. Numerical solutions for Im[p̃
(1)
a (t)] and Re[p̃

(1)
ab (t)] under pulsed exci-

tation conditions of Fig. 12. (a) Timing of pump and probe pulses. The probe Ωa(t)
is the solid curve and the pump Ωb(t) is the dashed curve. (b) Time dependence

of Im[p̃
(1)
a (t)]. (c) Time dependence of Re[p̃

(1)
ab (t)].

are small. For slightly negative delays, Im[p̃
(1)
a (t)] is affected by the nonradiative

coherence term over its entire decay, leading to a strong EIT signature in the

absorption. If the probe arrives after the peak of the pump, there is not sufficient

pump amplitude to generate a large nonradiative coherence term, and again the

decay of Im[p̃
(1)
a (t)] has a primarily exponential dependence.

As it was for the CW excitation conditions, the depth of the EIT dip is

strongly dependent of the decoherence rate for the nonradiative coherence. Fig-

ure 16 shows absorption spectra for various values of γab. At a certain point,
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FIGURE 14. EIT absorption spectra for the pump-probe delays τ indicated in the
figure. Other parameters are the same as for Fig. 12.

decreasing γab has little effect on the width of the EIT dip. For the pulsed ex-

citation case, the pump duration sets a limit on the width of the observed EIT

dip, so that decreasing γab below the pump spectral bandwidth has no effect on

the EIT dip. This result again arises from the fact that the changes to the probe

absorption due to EIT are dependent on the product of the nonradiative coherence

and the pump field amplitude. If the pump pulse reaches zero amplitude before

the nonradiative coherence does, then the pump is the limiting factor.
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FIGURE 15. Time dependence of Im[p̃
(1)
a (t)] (solid), Re[p̃

(1)
ab (t)]Ωb(t) (dash-dot),

and Ωb(t) (dashed) for the same pump-probe delays as in Fig. 14. Other parameters
are the same as for Fig. 12.

Minimum Requirements to Observe EIT Using Pulsed Excitation

In this section, we summarize the requirements we will need to meet in order

to observe EIT in a semiconductor system, under worst-case conditions. The

requirement can be broken up into two categories, those dealing with the three-level

system under investigation, and those dealing with the applied optical fields. The

properties of the semiconductor system we will be investigating will be discussed

in the next chapter. For now, we will assume that we can find a suitable analog
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FIGURE 16. Effects of the decoherence rate γab on the EIT absorption spectrum.
The values of γab are indicated in the figure, and other parameters are the same
as for Fig. 12, but with τ = −2γ−1.

to a three-level system in which a nonradiative coherence can be generated. If

we find such a three-level system, it is possible the nonradiative coherence will

have a high decoherence rate. At worst, the decoherence will be dominated by

scattering-induced dephasing, in which case we would expect γab ∼ γ.

Even for this non-ideal system, it should still be possible to observe EIT

signatures as long as the pump field strength is high enough. As discussed above,
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for the pulsed experiment the pump duration should be long relative to the dipole

decoherence rate. Furthermore, the pump-probe delay should be set to slightly

negative values. Using the condition for observation of EIT under CW pump and

probe, Eqn. 2.22, with γab = γ, indicates that we will need pump fields strong

enough that Ωb ∼ γ. In Fig. 17 we plot the absorption spectrum for pulsed

excitation, with γab = γ, and for various values of Ωb. It can be seen from the

figure that the condition for observation of EIT in this non-ideal system under

pulsed excitation is the same as for CW excitation: Ωb ∼ γ. As this is the same

condition for the pump to induce Rabi oscillations in the |b〉 ↔ |e〉 transition,

we will discuss in Chapter V our experiments to show that this condition can be

reached in a semiconductor system.

This chapter has discussed the basic properties of EIT in a Λ-type three-

level system. For both CW and pulsed pump and probe, the appearance of an EIT

dip directly indicates the presence of a nonradiative coherence in the system. This

nonradiative coherence causes destructive interference in the transition pathways of

the system, leading to a region of transparency in the probe absorption spectrum.

As a spectroscopic tool, an experiment to measure EIT can also be used to deduce

properties of the underlying nonradiative coherence. In particular, the behavior

of the EIT dip under varying experimental conditions can give information about

the decoherence rate of the nonradiative coherence, which may not be otherwise

accessible.
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FIGURE 17. Minimum requirements for EIT in non-ideal system with γab = γ.
The absorption spectrum is plotted for the values of Ωb indicated in the figure.
Other parameters are the same as in Fig. 12, but with τ = −2γ−1.
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CHAPTER III

EXCITONS AND BIEXCITONS IN SEMICONDUCTOR QUANTUM WELLS

Optical Excitations in Semiconductors

This chapter will introduce the basic concepts necessary to understand our

optical studies of excitonic transitions in semiconductors. There are many excellent

reference works on linear and nonlinear optical properties of semiconductors [25,

27, 32–34], from which much of the discussion in this chapter draws. We will first

discuss the extent to which exciton transitions may be modeled as atomic-like

transitions. We will then turn to the effects of exciton correlations, and biexcitons

in particular, to demonstrate some of the differences between excitonic and atomic

systems. While much of the discussion is general, we will give specific parameters

for GaAs when appropriate, as this is the system in which the experiments were

performed.

In a semiconductor, optical transitions are made by exciting an electron from

the valence band to the conduction band, creating a positively charged hole in the

valence band. The energy separation between the top of the valence band and

the bottom of the conduction band is given by the band gap Eg, and in direct

gap semiconductors such as GaAs, the band extrema occur at the Brillouin zone

center k = 0 (where k is the crystal momentum). While electrons can be excited

for energies above the band gap, we will be concerned here with the lowest energy

transitions near the band extrema.

The wavefunctions for electrons in the valence band or conduction band are



37

given by Bloch functions ψc(k, r) and ψv(k, r), where ψj(k, r) = eik·ruj(k, r) and

j = c, v. The periodic functions uj(k, r) are solutions to the Schrödinger equation:

[
− h̄

2m0

∇2 +
h̄

m0

k · p+ V0(r)

]
uj(k, r) =

[
Ej(k)−

h̄2k2

2m0

]
uj(k, r) (3.1)

where m0 is the electron mass and V0 is the periodic crystal potential.

Since we are interested in the optical properties of the semiconductor, we

consider the matrix elements of the dipole operator µ = er between a state in the

valence band |v, k〉 and a state in the conduction band |c, k′〉. It can be shown

that:

µcv = 〈c, k′|µ|v, k〉 =
ie

m0(Ec(k′)− Ev(k))
δk,k′pcv (3.2)

where pcv is the matrix element of the momentum operator. This result assumes

that the photon momentum is small, which is equivalent to requiring the optical

field wavelength to be large compared with the lattice spacing (the electric dipole

approximation). The delta function in this expression indicates that dipole tran-

sitions are allowed between valence band states and conduction band states which

have the same k.

The oppositely charged electrons and holes interact with each other via the

Coulomb potential, which leads to the formation of excitons. The wavefunction

Ψ of an electron-hole pair state can be written as a linear combination of electron
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and hole Bloch wavefunctions:

Ψ =
∑
ke,kh

C(ke, kh)ψke(re)ψkh
(rh) (3.3)

When the Coulomb interaction is then introduced into the Hamiltonian, the prob-

lem reduces to that of the hydrogen atom, or more correctly the positronium atom.

The center of mass motion of the electron and hole obeys the equation for a plane

wave and gives energies EK = h̄K2

2M
, where M is the sum of electron and hole masses:

M = me +mh. The relative motion of the electron and hole satisfies the Wannier

equation:

[
− h̄

2

2µ
∇2

r −
e2

ε0r

]
φ(r) = Eφ(r) (3.4)

where µ = (m−1
e +m−1

h )−1 is the reduced electron-hole mass.

The energies and wavefunctions for the relative e-h motion are therefore given

by solutions of the hydrogen atom. The bound exciton energies form a hydrogenic

series with the lowest energy state reduced from the band gap energy by the exciton

binding energy. The higher energy exciton states merge into a continuum with

energies at the band gap and above.

With the e-h Coulomb interaction included, we find that the linear suscepti-

bility is given by

χ(ν) ∝ |µcv|2
∑

n

|φn(r = 0)|2

En − h̄ν − iγ
(3.5)



39

where the sum is over all bound and continuum exciton states with energies En.

The factor |φn(r = 0)| indicates that the oscillator strength for a given exciton

transition is proportional to the probability that the electron and hole are created

in the same location. It also indicates that only the hydrogenic s states contribute

to the absorption, as they are the only states with nonzero probability at r = 0.

The linear absorption spectrum is therefore given by a series of bound exciton

resonances and a continuum absorption beginning at the band gap energy. The

strongest absorption is to the 1s exciton state, with a wavefunction and energy

given by:

φ3D
1s =

1

π1/2a
3/2
B

e−r/aB (3.6)

E3D
1s = Eg −R (3.7)

in three-dimensions and

φ2D
1s =

(
2

π

)2 (
2

aB

)
e−2r/aB (3.8)

E2D
1s = Eg − 4R (3.9)

in two-dimensions. In GaAs, the exciton Bohr radius aB is 16 nm, and the exciton

Rydberg energy R is 4.2 meV.
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If we treat the excitons as independent particles, we may also regard the opti-

cal transitions which excite them as atomic-like electric dipole transitions between

discrete states. In this case, the two states correspond to the presence and the

absence of an exciton. The excitonic transitions are characterized by a transition

energy, a dipole matrix element and a decay rate for the optical dipole coher-

ence. An exciton can also emit a photon and return to the ground state, a process

contributing to a population relaxation rate. With these identifications, the inter-

actions of the excitonic transition and the electric field can then be modeled using

the optical Bloch equations (OBE). These simple models allow for simulations to

be performed without being computationally prohibitive. For the experimental-

ist, these models represent an important tool for gaining understanding into the

physical processes.

As noted in the Introduction chapter, there have been numerous theoretical

models developed to more accurately describe the optical interactions with exci-

tons and many-body systems. We should certainly not expect our simple OBE

models, even with phenomenological many-body corrections, to fully account for

the behavior of semiconductor systems. Nevertheless, we can use simple models to

gain important physical insights into the optical interactions.

Quantum Wells

Quantum wells are layered semiconductor structures, typically grown by ei-

ther molecular beam epitaxy or chemical vapor deposition. A single QW is formed

when a thin layer of semiconductor material is sandwiched between two other semi-

conductors that have a higher bandgap. The lower bandgap material is called the
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well layer, and the higher bandgap materials the barrier layers. If the well layer

is thin enough and the bandgap difference between the well and barriers is large

enough, the motion of electrons in the quantum well is confined to a quasi-2D

plane.

In our experiments, we have used QWs consisting of GaAs well layers and

Al0.3Ga0.7As barriers; a schematic diagram of such a QW is shown in Fig. 18(a).

Electrons and holes are free to move in the plane of the QW (perpendicular to

the growth direction) and their wavefunctions are described by Bloch functions.

However, in the z-direction (parallel to the growth direction), the wavefunctions

of the electrons and holes are strongly affected by the presence of the barriers.

The wavefunctions in the z-direction are those for a particle in a box with finite

barriers, and the energy levels split into discrete subbands. Figure 18(b) shows

both the potential variation and the first few wavefunctions (assuming infinite

barrier potentials) for independent electrons and holes in the z-direction.

In this dissertation, we are not concerned directly with studying the effects

of confinement. Instead, we use QWs because of the advantages they provide over

other semiconductor systems. By confining the electrons and holes to a quasi-2D

layer with a thickness on the order of the exciton Bohr radius, the exciton binding

energy is increased. As shown by Eqn. 3.9, the exciton binding energy increases by

a factor of 4 for a perfect 2D system. This increased binding energy, typically near

10 meV (depending on the QW width), allows the bound exciton transitions to be

studied separately from the unbound continuum transitions. An additional effect

of the confinement is that the interactions between excitons are increased so that

QWs provide an excellent environment for studying exciton correlation effects.



42

GaAsAl0.3Ga0.7As

c

v

z

Al0.3Ga0.7As

(a)

(b)

FIGURE 18. GaAs/AlGaAs quantum well. (a) Composition of layers making up
the QW. (b) Potential variation in the z-direction (growth direction) and first few
energy levels for in the conduction band |c〉 and valence band |v〉. The electron
and hole wavefunctions shown assume an infinite confinement potential. Typical
well widths are on the order of 10 nm.

Other confined structures can be grown and studied, including 0D quantum

dots (QD). Even though QDs are the closest semiconductor analog to an atomic

system, we have chosen to study QWs. There are a few reasons for this choice.

First, current growth techniques for QDs lead to large fluctuations in the dot

sizes, which in turn leads to a large inhomogeneous broadening in the the exciton

transition energies. To overcome this inhomogeneous broadening, our experiments

would have to be performed at the single-dot level, which is technically challenging.
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On the other hand, if we can demonstrate that EIT is possible in a QW, then it

will almost certainly be possible in a QD system as well. QWs also provide a more

appropriate environment for studying the effects of correlations in a many-body

system. Whereas correlation effects dominate the nonlinear optical properties in

QWs, the confinement effects lead to the dominant nonlinearity in QDs.

In our experiments, we have primarily used three different QW structures.

All are multiple QW (MQW) structures, meaning that the wells and barriers are

repeated a number of times in the growth of the sample. For sufficiently wide

barriers, the individual QWs behave independently, and this was the case for all

our samples. All samples were grown by molecular beam epitaxy. The first sample

has 17.5 nm wells and 15 nm barriers, with 15 periods, and was grown by J. E.

Cunningham. The second sample has 13 nm wells and 15 nm barriers, with 8

periods, and was also grown by J. E. Cunningham. The third sample has 10 nm

wells and 10 nm barriers, with 10 periods. This sample was obtained from D. G.

Steel.

GaAs Band Structure

GaAs is a direct bandgap semiconductor, with an s-like conduction band

and a p-like valence band. Electrons in the conduction band therefore have total

angular momentum J = 1/2, while electrons in the valence band have J = 3/2 or

J = 1/2. Spin-orbit coupling leads to a large energy splitting of the valence band

according to the total angular momentum, but we will not be concerned with the

split-off band with J = 1/2. Instead, we are interested in the valence band with

J = 3/2 from which the lowest energy optical transitions occur.
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The band structure is determined by the Hamiltonian, which we rewrite as:

[
H0 +

h̄

m0

k · p
]
uj(k, r) = Ēj(k)uj(k, r) (3.10)

where

H0 = − h̄

2m0

∇2 + V0(r) (3.11)

and

Ēj(k) = Ej(k)−
h̄2k2

2m0

(3.12)

The band structure determined from the exact form of V0 can be very complicated,

and typically requires numerical solution. If we restrict our attention to near

k = 0, however, we can simplify the description by making an effective mass

approximation in which each band is assumed parabolic. This is accomplished

using k · p theory to perform a perturbative expansion of the Hamiltonian up to

second order in k. In this case:

Ej(k) = Ej(0) +
h̄2k2

2m∗ (3.13)

where m∗ is the effective mass determined by:
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1

m∗ =
1

m0
+

2

k2m2
0

∑
i6=j

k · 〈i|p|j〉k · 〈j|p|i〉
Ei(0) = Ej(0)

(3.14)

For the conduction band in GaAs, the electron effective mass is calculated

to be 0.067 m0 [34]. For the degenerate valence bands with J = 3/2, the band

structure near k = 0 can be approximated using the Luttinger Hamiltonian [27]:

HL =
h̄

2m0

[
(γ1 +

5

2
γ2)k

2 − 2γ2(k · J)2

]
(3.15)

where the Luttinger parameters γ1 and γ2 are constants adjusted to give the best

match with experimental data.

The k · J term gives different effective masses for the band with Jz = ±3/2

and the band with Jz = ±1/2. For a 3D system with spherical symmetry, the

calculation gives a heavy-hole (HH) band with Jz = ±3/2 and effective mass

mHH = m0(γ1 − 2γ2)
−1, and a LH band with Jz = ±1/2 and effective mass

mLH = m0(γ1 + 2γ2)
−1. In a 2D system, the z component of momentum must be

separated from the in-plane momentum. In this case, the in-plane effective masses

of the HH and LH are given by mHH = m0(γ1 + γ2)
−1 and mLH = m0(γ1 − γ2)

−1.

The confinement potential also introduces an energy splitting between the HH and

LH bands at k = 0 due to the different HH and LH effective masses in the z

direction. Using the values of γ1 = 6.85 and γ2 = 2.1 for GaAs [34], the in-plane

effective masses are calculated to be mHH = 0.112m0 and mLH = 0.211m0. A

diagram of the band structure within the effective mass approximation near k = 0

is shown in Fig. 19 for both bulk GaAs and a GaAs QW.



46

EE

k

(b)(a)

k (in plane)

FIGURE 19. Band structure for (a) bulk GaAs and (b) GaAs QW, within the
effective mass approximation. The solid line is the conduction band, the dashed
line is the HH valence band, and the dot-dashed line is the LH valence band.

Note that in the QW, the HH and LH bands cross for some finite value of

k, and our simplified band structure is incorrect. More detailed calculations give

strong band mixing effects, where the identity of the bands becomes lost. Near

k = 0, however, the band mixing is small and the HH and LH bands remain

distinct.

In Fig. 20. we show explicitly the band energies for a GaAs QW at k = 0,

labeled by Jz. In the figure, we also show the allowed optical transitions for either

σ+ or σ− circularly polarized light, which carries an angular momentum of Jz = ±1.

There are two HH transitions from the valence band states Jz = ±3/2 and two

higher energy LH transitions from the valence band states with Jz = ±1/2.
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FIGURE 20. Band structure of GaAs QW at k = 0. The energy levels are
labeled by the z-component of the total angular momentum |Jz〉. Allowed optical
transitions for σ+ polarized light are shown as solid arrows, while transitions for
σ− polarized light are shown as dashed arrows.

Exciton Absorption in GaAs QWs

Figure 21 shows the linear absorption spectrum at a temperature of 10K for

the 17.5 nm MQW, obtained by using a weak probe beam with σ+ polarization.

The lowest energy 1s HH and LH exciton resonances give the strongest absorp-

tion, and the weaker 2s HH and LH exciton resonances are also visible. The other

exciton bound states merge into the continuum absorption at the band edge. For

convenience, we shall refer to the 1s exciton states as the HH and LH excitons,

and not consider the 2s and higher states. The linewidth of the HH exciton is 0.3

nm, which is about twice as large as the linewidth in bulk GaAs [26], where the

exciton transition is homogeneously broadened. The larger linewidth in the QW

is primarily due to inhomogeneous broadening from fluctuations in the interfaces

between the wells and barriers, but note that the increased linewidth due to inho-
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mogeneous broadening is nevertheless small relative to the homogeneous linewidth

observed for bulk GaAs.
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FIGURE 21. Linear absorption spectrum for the 17.5 nm GaAs MQW sample.

The linear absorption spectra for the 13 nm and 10 nm MQWs are shown

in Figs. 22 and 23. A few effects of reducing the well width are apparent from

comparing the spectra. The absorption resonances shift to shorter wavelengths,

due to the change in width of the potential well. From observing the separation of

the HH exciton resonance and the onset of continuum absorption, it can be seen

that the exciton binding energy increases as the well width is reduced. The exciton

linewidths broaden for narrower wells, because the relative effects of interface fluc-

tuations are larger. Finally, the separation between HH and LH excitons increases

as the well width decreases, though we should mention that the exact value of the

HH-LH splitting is highly dependent on stresses in the sample.
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FIGURE 22. Linear absorption spectrum for the 13 nm GaAs MQW sample.

Decoherence times for the excitonic transitions (which determines the ho-

mogeneous linewidth) are typically on the order of a few picoseconds [25] at low

temperature and low exciton densities. Since the exciton population relaxation

times are long, on the order of hundreds of picoseconds [25], the decoherence rate

is primarily due to collisional dephasing from phonons and other excitons. Per-

forming experiments at low temperature reduces the effects of phonon scattering.

We will discuss the effects of exciton-exciton scattering in the next section.

Exciton-Exciton Interactions

The dominant optical nonlinearity in atomic systems is due to saturation,

or state-filling, in the sense that a two-level quantum system cannot be described

by a harmonic oscillator model. In a semiconductor, band filling leads to non-
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FIGURE 23. Linear absorption spectrum for the 10 nm GaAs MQW sample.

linearities; however, the interactions between excitons can also have significant

effects. In particular, the optical properties can change dramatically depending

on the density of excitons present. Two effects which we cannot ignore in our ex-

periments are excitation-induced dephasing (EID), and also exchange interactions

that lead to energy shifts. EID [26] refers to the increase in the decoherence rate

for exciton transitions with increased exciton density. At higher exciton densities,

the collisions between excitons are increased, which leads to increased collisional

dephasing. In addition to increasing the linewidth of exciton absorption, EID also

affects the nonlinear susceptibility [26], because the exciton density depends on

the intensity of an incident electric field. EID effects can be added to an OBE

model. To accomplish this, the dipole decoherence rate γ is replaced by γ + σnex,
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where σ is a phenomenological factor representing the strength of EID, and nex is

the exciton density.

In addition to the decoherence rate, the exciton transition shifts to higher

energy as the exciton density increases, due to exchange interactions [35]. The

exchange interactions which lead to this shift are included in the SBE, but they

can also be modeled using corrections to the OBE. The interacting exciton system

can be considered analogous to a dense dielectric medium in which the Lorentz

local field replaces the externally applied field [36]. By replacing the electric field

E with E+LP , where L is the Lorentz local field factor and P is the polarization

induced in the system, the transition energy is shifted. In addition to a static shift,

the local field correction leads to to a shift in the transition energy which depends

on the exciton density.

The effects of both EID and exchange interactions can be seen in Fig. 24.

The solid curve shows the absorption spectrum of a probe pulse in the presence

of an exciton population which has been excited by a pump pulse. The probe

measures the absorption at a time 10 ps after the pump has excited the system,

so all coherent effects due to the pump have decayed. The HH exciton resonance

is both broadened and shifted to higher energy relative to the absorption in the

absence of the pump. Note that the increased linewidth of the exciton transition is

due to homogeneous broadening, and indicates that the homogeneous linewidth is

now larger than the previous inhomogeneous linewidth. Therefore, for experiments

in which exciton densities are relatively high, it is often correct to treat the exciton

transition as homogeneously broadened.
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FIGURE 24. Effects of EID and exchange interactions. The curves shows the
absorption spectra for a 150 fs probe pulse in the absence (dotted) and presence
(solid) of a pump pulse having same circular polarization. The pump spectrum is
shown as the shaded area. The pump duration is 6 ps, and the probe is delayed
by 10 ps relative to the peak of the pump. The pump energy flux per pulse is 400
nJ/cm2. The sample is the 17.5 nm MQW at 10 K.

Biexcitons

Another effect of the Coulomb interactions between excitons is the formation

of bound or unbound biexcitons. Figure 25 shows the absorption spectrum of a

probe pulse under the same conditions as in Fig. 24, except with the pump and

probe having opposite circular polarizations. In this experiment, an absorption

resonance appears at an energy lower than the exciton peak, which corresponds to

a one-exciton to two-exciton transition in which a bound biexciton is formed. The

transition energy for this process is smaller than the exciton transition energy by
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an amount equal to the biexciton binding energy.
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FIGURE 25. Biexciton-induced absorption. The curves shows the absorption
spectra for a 150 fs probe pulse in the absence (dotted) and presence (solid) of a
pump pulse, which has the opposite circular polarization. All other conditions are
the same as for Fig. 24. The bound biexciton resonance is labeled by BX.

To form a bound biexciton, the two electron Jz states must be different from

each other and the hole states must also be different from each other. As can be

seen from Fig. 26, HH transitions excited by opposite circular polarizations meet

this requirement. Therefore, if the pump pulse excites the σ+ transition, bound

biexcitons can only be formed when the probe excites the σ− transition. In Fig. 24,

when the pump and probe both excite the σ+ transition, bound biexcitons cannot

be formed; however, note that the absorption at energies slightly above the HH

exciton is increased due to the formation of unbound biexcitons.

The above discussion applies to biexcitons formed by two HH excitons or by
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FIGURE 26. Selection rules for bound HH biexciton. If the pump (solid arrow)
excites σ+ HH excitons, a σ− probe can excite bound biexcitons.

two LH excitons, but it is also possible to form so-called mixed biexcitons from

one HH and one LH exciton [37, 38]. In Fig 27(a) we show differential absorption

spectra (change in absorption induced by the pump) for the case where a pump

is resonant with the HH exciton. Note that differential absorption measurements

were necessary to see the small absorption changes for this case, where the experi-

ment was performed with a weak pump pulse to allow for more direct comparison

with a semiconductor theoretical calculation [38]. When the pump excites HH

excitons, we observe a bound biexciton resonance for the pump and probe hav-

ing opposite circular polarization, in agreement with our previous observations in

Figs. 24 and 25. Figure 27(b) shows results when the pump is resonant with the

LH exciton. In this case, a bound biexciton resonance is observed below the HH

exciton for pump and probe having the same circular polarization. This mixed

biexciton is formed when the probe excites a HH exciton into a biexciton state

with a LH exciton which has been excited by the pump.

The different polarization selection rules for mixed biexciton formation can
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FIGURE 27. Mixed biexcitons. The curves show the differential absorption spectra
for a 150 fs probe pulse in the presence of a pump pulse with the same (solid) and
the opposite (dashed) circular polarization. The pump duration is 3 ps, and the
pump-probe delay is 2 ps. The pump pulse energy flux is 6 nJ/cm2. The inset
shows the absorption spectrum for the sample, a 17.5nm single QW at 10 K, and
also the pump spectra. (a) Pump resonant with HH exciton transition. (b) Pump
resonant with LH exciton transition.

be understood by considering the electron and hole states, as shown in Fig. 28. If

a σ+ pump excites the LH transition, then it is the σ+ HH transition which shares

no common states. In this case, the mixed biexciton bound state is excited when

the probe has the same circular polarization as the pump.
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FIGURE 28. Selection rules for mixed HH-LH bound biexcitons. If the pump
(solid arrow) excites σ+ LH excitons, a σ+ probe can excite mixed biexcitons.

While induced absorption into a bound biexciton state leads to the appear-

ance of a resonance in the spectrum, the unbound biexciton states are also impor-

tant. Figures 24 and 25 show an increased absorption at energies above the HH

exciton, partly due to the energy shift due to exchange interactions, but also with

contributions from unbound biexcitonic states. Both effects, however, arise from

the exciton being excited into a state which is modified due to interactions with

an existing exciton population.

The electron states shown in Fig. 20 are useful for determining the selec-

tion rules for biexciton formation, but we will also find it useful in the remaining

chapters to describe the system in terms of N-exciton states. Figure 29 shows the

states corresponding to zero, one, and two HH excitons. Transitions may be made

in which a |+〉 or |−〉 exciton is created by a σ+ or σ− photon, respectively. We

can also indicate exciton to biexciton transitions; for example, a |+〉 → | + −〉b

transition with σ− light corresponds to the formation of a bound biexciton.

To summarize this chapter, it can be beneficial to use the similarities between

atomic and excitonic systems in order to understand the optical properties of
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FIGURE 29. N-exciton states for HH excitons. The ground state is labeled by
|0〉. The one exciton (N=1) states are denoted |+〉 and |−〉 for excitons excited by
σ+ and σ− light, respectively. The 2-exciton states are the bound biexciton state
|+−〉b and the unbound two-exciton continuum states |+−〉u, | −−〉, and |+ +〉.

a semiconductor. Even though the semiconductor is a many-body system, the

exciton transitions can often be modeled as atomic-like, and the interactions with

light described using the OBE with phenomenological corrections due to the many-

body interactions. However, the exciton-exciton interactions cannot be completely

ignored, and we will show in future chapters how the presence of biexciton states

has a significant impact on the observation of EIT in semiconductors.
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CHAPTER IV

EXPERIMENTAL SETUP

In this chapter, we will discuss the features of the experimental setup which

are common to all the experiments presented in this dissertation.

Laser System

The laser system used for these experiments consisted of a mode-locked

Ti:sapphire laser (Spectra-Physics Tsunami) pumped by a 10W argon-ion laser

(Spectra Physics BeamLoc). The Ti:sapphire was typically run at a spectral band-

width of 7-8 nm, and a pulse duration of 150 fs. The pulse repetition rate was 82

MHz. For 9.5 W input pump power, the average output power from the Ti:sapphire

was approximately 1.5 W at 800 nm.

Pulse Shaper

To obtain spectrally narrow (and temporally long) pump pulses needed for

the experiments, we used an external pulse shaper based on a design by David

Alavi [39]. The pulse shaper consisted of a 1200 groove/mm diffraction grating,

a 300 mm focusing lens, an adjustable slit, and a mirror, as shown in Fig. 30.

The input beam was diffracted from the grating to spatially separate its frequency

components. The diffracted beam was focused onto a mirror, with the lens placed

one focal length from the grating and one focal length from the mirror, so that each

frequency was focused to a point in the image plane (within the resolution limits
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of the system). A slit was placed between the lens and mirror in order to narrow

the spectral bandwidth of the pulses; the slit was adjustable in both position and

width. After reflecting off the mirror, the remaining spectral components of the

beam returned through the lens to the grating where they were recombined. By

introducing a small vertical tilt in the beam, the incident and filtered beam could

be separated spatially.

grating lens
mirror

slit

FIGURE 30. Schematic of the pulse shaper apparatus.

Alignment of the pulse shaper was important to avoid pulse broadening due

to differing path lengths of the spatially separated spectral components. By ad-

justing the relative distances between the grating, lens, and mirror, nearly Fourier-

transform limited pulses could be obtained. This was verified by measuring the

spectral bandwidth using a spectrometer and the temporal width using autocorre-

lation or cross-correlation techniques. The shape of the filtered spectrum, specif-

ically the steepness of the cutoffs, was adjusted by moving the position of the

slit along the beam path. For the slit close to the mirror, a sharp cutoff was ob-

tained. For the slit closer to the lens, a smoother cutoff was obtained, resulting

in an approximately Gaussian spectrum and temporal pulse shape. The minimum
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filtered spectral bandwidth obtained with this setup was approximately 0.2 nm.

Attempting to close the slit further resulted in an increase in spectral bandwidth

due to spatial diffraction from the slit. For most of the experiments presented in

this dissertation, the filtered pump widths were between 0.2 nm and 0.3 nm, with

pulse widths of 5-6 ps, as measured by cross-correlation with the probe pulses.

Transient Pump-Probe Spectroscopy

Ti:S Pulse 
shaper

Spectrometer/
PMTPulse 

shaper

DS
L

QWP

Sample

Pump

Pre
pul
se

Probe

DS

FIGURE 31. Schematic of the experimental setup. DS refers to a delay stage, L
is a lens, and QWP is a quarter wave plate.

Figure 31 shows a schematic diagram of the experimental setup. The output

from the Ti:sapphire laser was split into pump and probe beams. A third prepulse

beam was split from the pump for the experiments in Chapter VII, and will be de-

scribed further there. The pump pulses were spectrally filtered, as described above.

The probe pulses were unfiltered. A scanning linear stage with 1 µm resolution
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was placed in the probe beam path to control the delay between pump and probe

pulses. The zero delay position was set by measuring the cross-correlation of the

pump and probe pulses using a LBO crystal to generate a nonlinear sum-frequency

signal.

The output from the Ti:sapphire laser was linearly polarized. Circular polar-

izations of the pump and probe were generated using zeroth-order quartz quarter

wave plates (QWP), optimized for use at 830 nm. By adjusting the QWPs, the

pump and probe polarizations could be made co-circular (σ+σ+) or cross-circular

(σ+σ−). Variations from circular polarization were less than 5%.

The pump and probe beams were focused onto the sample. Typical focused

spot sizes were 3×10−5 cm2 for the pump and 4×10−6 cm2 for the probe, measured

by scanning a 3 µm pinhole across the focused spots. It is important for the probe

to be focused to a smaller size than the pump so that it samples only the central

region of the pump spot, where the excitation level is more uniform. From the

pump and probe spot sizes, it is estimated that the pump intensity varies by

approximately 20% over the area of the probe spot.

The GaAs quantum well samples were held at a temperature near 10 K

in a helium flow cryostat. The samples were etched to remove the thick GaAs

substrate layer, and mounted on sapphire discs for transmission measurements.

The probe beam transmitted through the sample was collected and sent through

a spectrometer with 0.05 nm resolution. The resulting spectrally-resolved signal

was detected using a photomultiplier tube. Absorption spectra in the presence or

absence of the pump were calculated using the relationship:
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α(λ)L = −ln
I(λ)

I0(λ)
(4.1)

where α(λ) is the absorption coefficient as a function of the probe wavelength λ,

L is the thickness of the absorbing region of the sample, I(λ) is the measured

intensity of the probe after passing through the sample, and I0(λ) is the intensity

of the probe before passing through the sample, approximated by measuring the

probe spectrum when passed through the sapphire disc only. We will refer to the

quantity αL as the absorbance when presenting experimental data.
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CHAPTER V

RABI SPLITTING OF EXCITON TRANSITIONS

Rabi Oscillations and Splitting in Atomic Systems

The process of Rabi oscillation is discussed in quantum optics textbooks

(Refs. [4, 29] for example), and is a direct consequence of the interaction of light

with the discrete energy levels predicted by quantum mechanics. In Fig. 32, we

consider an electric field Ecos(νt) applied to a two-level system with ground state

|g〉 and excited state |e〉, with transition frequency ω. A solution of this problem

gives the well-known Rabi result [40]: the electron probability oscillates between

the two states at the generalized Rabi frequency R =
√
δ2 + Ω2, where δ = ν − ω

is the detuning of the field, and Ω = µE/h̄ is the Rabi frequency. These Rabi

oscillations are shown in Fig. 33(a). If we include effects of decoherence, then the

Rabi oscillations decay at the dipole decoherence rate γ (for γ >> Γ, which is

the situation in a semiconductor), as shown in Fig. 33(b). Therefore, in order to

resolve Rabi oscillations, the condition R > γ must be met.

The Rabi oscillations introduce the frequency R into the dynamics of the

system, which has effects in the spectral domain. In a resonance fluorescence mea-

surement, where the fluorescence of the system under the influence of a resonant

pump is measured, the original Lorentzian lineshape acquires sidebands at the

Rabi frequency [29, 41], and is known as the Mollow triplet. The effects of Rabi

oscillation can also be detected in absorption measurements. If the absorption

spectrum of a CW probe field is measured in the presence of a CW pump field, the
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FIGURE 33. Rabi oscillations. The excited state population |ce|2 is plotted as a
function of time. (a) Rabi oscillations with no decoherence. The solid line is for
δ = 0 and the dashed line is for δ = 2Ω. (b) Rabi oscillations with Ω = 4γ and
γ >> Γ.

so-called Mollow spectra are obtained [29, 42, 43]. In general, the Mollow spectra

represent complicated lineshapes where the response of the system at the Rabi fre-

quency is introduced via wave-mixing of the pump and probe. By the term Rabi

splitting, we shall refer to the modification of the absorption spectrum to include
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components at ±R. We should note that effects of Rabi splitting may appear in

the absorption spectrum even if R < γ [29].

A closely related effect to that of Rabi splitting is that of the optical Stark

effect [29, 44]. If the pump field is sufficiently detuned, so that |δ| >> γ, then the

resonance does not split, but instead shifts in the opposite direction as the pump

detuning. For example, if the pump is tuned to a frequency lower than that of the

transition, the transition will be shifted to a higher frequency. In addition to the

shift in absorption, a gain peak also appears in the spectrum on the opposite side

of the pump as the absorption.

The phenomena of Rabi oscillation, Rabi splitting, and the optical Stark

effect can also be described using a model in which the quantization of the electric

field is considered [45]. In this case, the pump and atom are described by the

dressed states of the system. Both states |g〉 and |e〉 are mixed with the field states

of n-photons to form doublets with energy separation R, as shown in Fig. 34. The

dressed states can be written as linear combinations of the uncoupled states |e, n〉

and |g, n+ 1〉:

|1, n〉 = sin(θ)|e, n〉+ cos(θ)|g, n+ 1〉 (5.1)

|2, n〉 = cos(θ)|e, n〉 − sin(θ)|g, n+ 1〉 (5.2)

where
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cos(θ) =
R− δ√

(R− δ)2 + Ω2
(5.3)

sin(θ) =
Ω√

(R− δ)2 + Ω2
(5.4)

and we have made the approximation that the number of photons is large (so that

the dependence of the Rabi frequency Ω on the photon number can be ignored).

The energies of the dressed states are given by:

E1n = h̄(n+
1

2
)ν +

1

2
h̄R (5.5)

E2n = h̄(n+
1

2
)ν − 1

2
h̄R (5.6)

For small detunings, the dressed states contain nearly equal contributions from

both atomic states. At zero detuning, there are three transition frequencies be-

tween the two doublets, which occur at frequencies ω, and ω ± Ω, which is the

result observed in the Mollow triplet.

For large detunings, one state in the doublet is more atomic-like, while the

other is more field-like. Also, the dressed state energies are not symmetric about

the atomic state energies. It is straightforward to calculate that the dressed states

are shifted from the original atomic state energy by an amount ∆± = 1
2
(δ ± R).

Figure 35 shows the dressed states for the case where the pump is detuned to lower

energy than the transition, with the more atomic-like states shown as darker lines.
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FIGURE 34. Dressed states of atom-field system.

In this case, the strongest absorption occurs at an energy higher than the original

transition energy, which indicates the optical Stark shift of the absorption. We

shall use this result in Chapter VI to help explain optical Stark shifts in three-level

systems.
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FIGURE 35. Dressed states for δ < 0. The dark lines show the states which have
a larger atomic component.

Previous Studies of Rabi Oscillations and Splitting in Semiconductors

The optical Stark effect in semiconductors has received considerable experi-

mental and theoretical treatment in the past [25]. By positioning a 100 fs pump

pulse energetically below the exciton transition, high enough electric fields can be
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generated to shift the exciton peaks to higher energy. Because the pump pulse is

far detuned from the absorption, no real excitation is induced in the semiconductor

(although virtual excitations are present) and the effect is fully coherent. The lack

of a real excitation also makes theoretical modeling considerably easier. Because

the Stark shift lasts only as long as the pump pulse, this process can be useful for

high speed switching applications.

There have also been theoretical studies which predicted that Rabi oscil-

lations would be possible in semiconductors [46], and a few experiments which

indirectly indicated their presence [47, 48]. However, it was only recently that

Rabi oscillation of exciton transitions were directly observed in a semiconductor

QW system using a pump-probe technique [15]. The primary experimental chal-

lenge has been generating pump pulses with a duration long relative to the dipole

decoherence time, yet with high enough intensity to induce Rabi oscillations. In

the spectral domain, observation of exciton Rabi splitting in QWs has also recently

been made [30]. Further observations of Rabi oscillations in QD systems have also

been made [49]. These important studies in semiconductors show that the sat-

uration effects due to discrete energy levels in an atomic system have analogous

effects in an excitonic system. However, it has also been shown that Coulomb

correlations have a strong effect on Rabi oscillations. The observed Rabi oscilla-

tions and splitting indicate a Rabi frequency two times that which is calculated

from the formula Ω = µE/h̄ [15, 46]. The observed Rabi splitting in Ref. [30]

also shows highly asymmetric lineshapes, even with the pump resonant with the

exciton transition, a result not expected in atomic systems. Although these results

are partially explained by current theories [15, 30], there are still aspects which are



69

not well understood.

Rabi Splitting of Excitons

In this section, we will discuss our own observations of exciton Rabi oscil-

lations and splitting, in an effort to show that we can generate pump fields large

enough to achieve EIT. Unless otherwise noted, the experiments were performed

using pump pulses of 6 ps duration and probe pulses of 150 fs duration, with the

pump and probe having the same circular polarization.

Figure 36 shows the basic result of the Rabi splitting experiments. When the

pump is applied to the HH exciton transition, the probe measures a splitting in

the absorption spectrum. Although an exact determination of the pump electric

field inside the sample is very difficult, an order-of-magnitude calculation using

the average pump intensity over the pulse, pump duration, and µ/e = 0.6nm [15]

predicts a Rabi energy h̄Ω ∼ 1 meV. The measured splitting of 1.3 meV taken

from our data is consistent with this calculation. Our pump intensities are also

comparable to those used in Ref. [30].

We also observed exciton Rabi oscillations by measuring the spectrally inte-

grated differential transmission as a function of the pump-probe delay. Results for

these experiments are shown in Fig. 37, for different pump pulse intensities. We

first note that after an initial time period of decreased transmission (probably due

to induced absorption of biexciton transitions), we observe an increased transmis-

sion of the probe pulse due to saturation of the HH exciton transition. At higher

pump intensities, we observed up to three highly damped Rabi oscillation cycles.

The measured Rabi periods of order 1 ps correspond to Rabi energies of order 1
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FIGURE 36. Rabi splitting of the HH exciton. The curves show the probe absorp-
tion in the presence (solid) and absence (dotted) of a pump with the same circular
polarization. The probe arrives 3 ps before the peak of the pump. The pump pulse
energy flux is 400 nJ/cm2, and the pump spectrum is shown as the shaded area.
The sample is the 10 nm MQW at 10K.

meV, again in general agreement with the spectral domain measurements. Note

that these experiments were performed using a pump pulse of 1.5 ps duration,

which was required to obtain electric fields of high enough magnitude to observe

three Rabi cycles.

Returning to the Rabi splitting measurements, in Fig. 38 we show that as

the pump intensity is increased, the Rabi splitting also increases. It is difficult

to predict the expected behavior for the dependence of the Rabi splitting on the

pump intensity. Even though the Rabi frequency has a definite relationship to

the pump electric field (R =
√
δ2 + Ω2), this is not necessarily so for the splitting
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FIGURE 37. Rabi oscillations of HH exciton. The curves show the normalized
differential transmission of the 150 fs probe pulse in the presence of a pump pulse
resonant with the HH exciton and with 1.5 ps duration. The pump and probe
have the same circular polarization. The pump pulse energy flux is indicated in
the figure, with F0 = 600 nJ/cm2. The sample is the 13 nm MQW at 10K.

observed in the absorption spectrum. From calculations of Mollow spectra for CW

excitation in atomic systems [29], we find that the splitting between absorption

peaks is not equal to the Rabi frequency. In our transient experiment, we have

the further complication that the instantaneous pump intensity is not constant, so

that the Rabi frequency changes in time.

Not surprisingly, the observed absorption spectrum is highly dependent on
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FIGURE 38. Dependence of Rabi splitting on the pump intensity. The pump
energy flux is indicated in the figure, with I0 =400nJ/cm2. Other conditions are
the same as in Fig. 36.

the pump-probe delay τ , as shown in Fig. 39. The Rabi splitting first appears when

the probe arrives well before the peak of the pump, and the splitting initially

increases as the delay gets closer to τ = 0. Near τ = 0, however, the splitting

becomes harder to resolve and is absent for positive delays. When the probe arrives

8 ps after the pump, the exciton blue shift discussed in Chapter III remains present,

along with saturation of the exciton absorption. The observation of stronger Rabi
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splitting for negative pump-probe delays is consistent with the behavior of the

transient EIT experiments in Chapter II where coherent effects are measured.
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FIGURE 39. Dependence of Rabi splitting on the pump-probe delay τ . Other
conditions are the same as in Fig. 36.

The disappearance of the splitting for positive delays also confirms that in-

coherent spectral hole burning is not an issue. As noted in Chapter III, the ex-

citon linewidth includes some inhomogeneous broadening. A pump with spectral

width narrower than the inhomogeneous linewidth could therefore potentially in-

duce spectral hole burning by selectively saturating the absorption over the pump



74

spectrum. However, because the exciton population relaxation times are long

(100’s of picoseconds) [25], we would expect the effects of spectral hole burning

to persist for this duration. The disappearance of the splitting at even short pos-

itive pump-probe delays indicates that the origin for the splitting is not spectral

hole burning. We can also discount the effects of spectral hole burning because

we observe Rabi splittings larger than the original inhomogeneous line width. As

discussed in Ref. [29], spectral hole burning is not possible under these condi-

tions. Finally, the large exciton population excited by the pump causes EID, so

that during and after the pump pulse, the exciton line is actually homogeneously

broadened.

The effects of varying the wavelength of the pump are shown in Fig. 40. We

observe very different behaviors when the pump is above the exciton resonance

versus when the pump is below. Also, the absorption spectrum is highly asymmet-

ric even when the pump is exactly resonant with the exciton absorption, as shown

in Fig. 40(c). The cause of this asymmetry could be traced to several sources.

First, the semiconductor system has a natural asymmetry due to the presence of

the continuum states at the band edge. The LH exciton resonance is also present

on the high energy side of the HH exciton. These effects are always present, how-

ever, and would not fully explain the change in asymmetry as a function of the

pump-probe delay. Exciton correlations are also important, and furthermore their

effects depend on the (changing) exciton density. Although bound biexcitons can-

not be excited for this polarization configuration, there may be contributions to

the absorption from unbound biexciton states at energies above the HH exciton.

The blue shift of the exciton transition due to exchange interactions has
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FIGURE 40. Effect of pump wavelength on Rabi splitting. Conditions are the
same as for Fig. 36.

a particularly strong effect on the Rabi splitting. Because the exciton transition

energy changes according to the exciton density, the effective detuning of the pump

also changes during the pump pulse. For example, if the pump is initially resonant

with the exciton transition, as the pump begins to excite an exciton density, the

transition shifts to higher energy. Since the pump is now below the exciton energy,

it induces the optical Stark effect, which further shifts the exciton transition to

higher energy. On the other hand, if the pump is initially at a higher energy than
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the transition, the exciton density acts to pull the transition into resonance with

the pump. In Fig. 40, the most symmetric Rabi splitting is observed for the pump

tuned slightly to the high energy side of the exciton.

For completeness, we note that Rabi splitting of the LH exciton can also be

observed. We show this in Fig. 41, for the 17.5 nm MQW sample. Also note that

mixed biexciton absorption is visible at energies below the HH exciton, because

the pump and probe have the same circular polarization.
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FIGURE 41. Rabi splitting of LH exciton transition. The probe arrives 1 ps before
the peak of the pump. The pump pulse energy flux is 400 nJ/cm2. The sample is
the 17.5 nm MQW at 10 K.
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Coherent Spectral Oscillations

Previous experimental and theoretical studies in semiconductors have dis-

cussed the role of coherent spectral oscillations in transient pump-probe experi-

ments [25]. Spectral oscillations occur for experiments when both the pump and

probe pulses are short compared with the dipole decoherence time, and when the

probe arrives before the pump. In this case, the differential absorption spectrum

contains oscillations having a frequency given by the inverse of the pump-probe

delay [50]. The origin of the spectral oscillations can be explained as follows, and

is diagrammed schematically in Fig. 42. If the probe arrives before the pump, it

excites an optical polarization P in the sample which then begins to decay (as was

discussed in Chapter II). The short pump pulse can interrupt this decay at a time

|τ | after its start, through saturation, energy shifts, or other effects induced via its

interaction with the system. The pump and probe pulses define a time window of

duration τ , leading directly to oscillations at frequency 1/τ in the Fourier trans-

form of the polarization decay (from which the absorption spectrum is derived).

The amplitude of the oscillations is also inversely proportional to τ . If the probe

arrives too early, the polarization has already decayed to zero by the time the

pump arrives, and the pump therefore has no effect.

In our Rabi splitting experiments, we can have spectral oscillations of a dif-

ferent type. The long pump pulse can also act as a time window (though with

somewhat smooth edges). This time window can lead to oscillations in the spec-

trum with a frequency given by the inverse of the time between when the probe

arrives at the sample and the time when the pump pulse ends. On the other hand,

if the probe arrives much earlier that the pump, a time window is formed between
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FIGURE 42. Spectral oscillations with short pump pulse. The probe pulse (dotted)
excites a polarization P (solid). The decay of P is interrupted by the pump pulse
(dashed), which arrives a time τ after the probe.

the time when the probe arrives and the time when the pump pulse begins. A

diagram of these process is shown in Fig. 43. If the pump duration is long com-

pared with the dipole decay time, then the effects of spectral oscillations can be

minimized (though they may still appear for large negative pump-probe delays).

The results presented earlier in this chapter satisfy this condition; however, we

have also performed experiments using shorter pump pulses of 1.5 ps duration. In

Fig. 44, we show the presence of spectral oscillations in a Rabi splitting experi-

ment. Note that because the pump pulses are shorter in this experiment, the peak

intensity is higher and larger Rabi splittings are observed.

Spectral oscillations can also have a significant effect in optical Stark effect

measurements. In Fig. 45 we show results for when the pump is below the exciton
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FIGURE 43. Spectral oscillations with long pump pulse. Time windows of dura-
tion t1 and t2 are formed when the probe arrives during or before the long pump
pulse.

resonance. In this case, we see the appearance of a gain region in the spectrum

(where the absorbance becomes negative). This gain peak is an artifact of spectral

oscillations, and although we eventually learned how to remove it by using longer

pump pulses, it has served an important role in our understanding of the physics.

In Fig. 46 we plot the Rabi splitting for a resonant pump as a function of the pump-

probe delay. A gain peak similar to the one observed when the pump was below

resonance also appears after a certain delay when the pump is initially resonant

with the HH exciton. This observation confirms what we discussed above: during

the pump pulse, the blue shift of the exciton caused by exchange interactions causes

the pump to become below resonance.

Even though we have greatly reduced the effects of spectral oscillations by

using a long pump pulse, we can completely remove them by performing a slightly

different experiment. The spectral oscillations can only occur if the probe pulse

is short (and spectrally broad). Therefore, we have also performed experiments
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FIGURE 44. Coherent spectral oscillations in Rabi splitting. (a) Absorption
spectrum for the 13 nm MQW at 10 K (dashed curve), and the pump spectrum
(shaded area). (b) Probe absorption in the absence (dotted) and presence (solid)
of pump pulse. The probe arrives 1 ps before the peak of the pump. The pump
pulse energy flux is 250 nJ/cm2. (c) Same as b, but with a pump pulse energy flux
of 1.3 µJ/cm2.

by using a pulse shaper to reduce the spectral width of the probe pulse. The

pulse shaper was also used to scan the center wavelength of the probe in order

to obtain an absorption spectrum. In this case, because the separation of the

probe spectral components was performed before interaction with the sample, a

spectrometer was not required for detection and a photodiode was used instead.

For these experiments, the probe duration was 8 ps, while the pump duration was
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FIGURE 45. Coherent gain due to spectral oscillations in the optical Stark effect.
(a) Absorption spectrum for the 13 nm MQW at 10 K (dashed curve), and the
pump spectrum (shaded area). (b) Probe absorption in the absence (dotted) and
presence (solid) of pump pulse. The probe arrives at the peak of the pump. The
pump pulse energy flux is 2.5 µJ/cm2.

6 ps. In Fig. 47 we show that Rabi splitting occurs in the spectrum for these

excitation conditions. The downside to performing experiments in this manner

was that the spectral resolution was given by the spectral width of the probe,

which was limited to 0.17 nm due to the pulse shaper (in comparison to 0.05 nm

resolution with the spectrometer). Because we can eliminate the effects of spectral

oscillation in the short probe experiments by using a long pump pulse, performing

the experiments using a long probe offers no advantages to us.

Theoretical Modeling of Exciton Rabi Splitting

We have also performed theoretical modeling of Rabi splitting in semicon-

ductors to understand the physics of the experiment better. The model is based on
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FIGURE 46. Coherent gain due to spectral oscillations in Rabi splitting. The
pump-probe delay is indicated in the figure. The pump pulse energy flux is 250
nJ/cm2. The pump spectrum is the same as in Fig. 44.

the OBE for a two-level system interacting with two optical fields: a strong pump

field and a weak probe field. The derivation of the OBE for this system is given

in Ref. [29] for CW excitation; we will derive the OBE but solve them numerically

using pulsed pump and probe fields.

We consider a two level system with with ground state |g〉 and excited state

|e〉 separated in energy by h̄ω. We use the OBE for a two-level system with
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FIGURE 47. Rabi splitting experiment using a temporally long probe pulse. The
peaks of the pump and probe arrive at the same time. The pump pulse energy flux
is indicated in the figure, with I0 =400 nJ/cm2. The sample is the 10 nm MQW
at 10K.

phenomenological many-body corrections.

ρ̇eg = − (iω + γ + σρee) ρeg −
iµ

h̄
E (2ρee − 1) (5.7)

ρ̇ee = −Γρee −
iµ

h̄
(Eρeg − c.c.) (5.8)
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where we have assumed that ρee +ρgg = 1. In these equations γ is the polarization

dephasing rate, Γ is the population decay rate of state |e〉 and µ is the dipole

matrix element (assumed to be real). We also include the effects of excitation

induced dephasing (EID) by taking γ → γ + σρee.

The electric field interacting with this system consists of a pump (saturator)

field and a probe field.

E = Es + Ep =
1

2

[
Es(t)e

i(ks·r−νst) + Ep(t)e
i(kp·r−νpt) + c.c.

]
+ Lµ (ρeg + c.c.) (5.9)

which includes the Lorentz local field corrections in the factor L. In the final

equations, it is more useful to express the Lorentz factor η = 2µ2L
h̄

.

To solve these equations, we follow the procedure given in Ref. [29], keeping

terms up to first order in the probe field, but to all orders in the pump field.

The details of the calculation are given in Appendix. A. The set of five coupled

differential equations that we obtain are solved numerically using Mathematica,

using the same methods as described in Chapter II.

We first consider solutions without the many-body effects included (σ =

η = 0). Figure 48 shows Rabi splitting in the probe absorption spectrum for

various saturator Rabi frequencies. The Rabi splitting increases for increasing

saturator intensity, as expected. For comparison, in Fig. 48(b), we show results

from analytic solutions of the OBE using CW saturator and probe fields, but with

other conditions the same as for the transient results in Fig. 48(a). A particular

benefit of the transient experiment is that the effects of high pump fields can be
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explored at relatively low excitation densities by using negative pump-probe delays.

In contrast, the CW measurements are dominated by saturation effects, while the

coherent Rabi splitting effects are small in magnitude. Note the change in scale

for the y-axes in Fig. 48(b).

Returning to the numerical calculations, the effects of changing the pump-

probe delay are shown in Fig. 49. As was observed in the experimental data, the

Rabi splitting is best resolved for negative pump-probe delays. This behavior is

also consistent with the EIT calculations discussed in Chapter II, and is a property

of the pulsed experiment.

To model many-body interactions, we can examine the effects of EID and

local fields on the solutions. We first consider the many-body effects in the inco-

herent limit τ = 20γ−1. Figure 50 shows that EID and the local field effects lead

to a broadening and energy shift of the absorption resonance which increase with

the exciton density. When both effects are included into the coherent regime of

Rabi splitting, the experimental results can be qualitatively reproduced, as shown

in Fig. 51. The model shows that the exciton blue shift during the pump pulse

leads to an asymmetric lineshape, because the pump becomes detuned.

We should note that the model seems to qualitatively reproduce the exper-

imental results for the regime Ωs < γ, but does not work as well for higher Rabi

frequencies. This is not too surprising, because correlation effects which are not

included in our simple model become important at higher exciton densities. Nev-

ertheless, our model based on the OBE is useful for showing how the Rabi splitting

spectrum is affected by the energy shift of the exciton resonance.
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FIGURE 48. Rabi splitting in calculated absorption spectra. Solid curves show the
probe absorption as a function of the probe detuning δp. (a) Absorption spectra
from numerical calculation using pulsed saturator and probe. The saturator peak
Rabi frequencies are given in the figure. The probe and saturator pulse shapes are
Gaussian with durations of 0.1γ−1 and 10γ−1, respectively. The probe arrives 5γ−1

before the peak of the pump. The pump spectrum is shown as the shaded area in
the figure. (b) Absorption spectra analytically calculated for CW saturator and
probe. Note the change in scale for the y-axes. The saturator Rabi frequencies are
given in the figure. In both (a) and (b), Γ = 0.005γ, and η = σ = 0.
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FIGURE 49. Effects of the pump-probe delay on Rabi splitting in numerically
calculated absorption spectra. The saturator peak Rabi frequency is 0.5γ. The
probe and saturator pulse shapes are Gaussian with durations of 0.1γ−1 and 10γ−1,
respectively. The pump-probe delay is indicated in the figure. Other parameters
are Γ = 0.005γ, and η = σ = 0.

Summary and Relationship to EIT

The experimental results presented in this chapter are useful for understand-

ing Rabi splitting and the optical Stark effect in semiconductors. Rabi splitting

is strongly affected by the many-body interactions which lead to the exciton blue

shift, leading to highly asymmetric spectra. The experiments also prove that
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FIGURE 50. Incoherent effects of EID and local fields. Parameters are the same
as in Fig. 49, but with τ = +20 and with the pump Rabi frequencies shown in the
figure. EID is included, with σnsat = 2γ and local field effects are included, with
ηnsat = 4γ, where the saturation density nsat has been normalized to one.

pump-probe spectroscopy with a long pump pulse and short probe pulse can be a

valuable technique for studying coherent optical phenomena. By observing Rabi

splitting, we have shown that our experimental setup is capable of producing the

correct conditions for also observing EIT. The remaining chapters will be devoted

to the study of EIT in various three-level semiconductor systems.
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FIGURE 51. Effect on Rabi splitting of many-body effects due to EID and local
fields. The pump-probe delays are shown in the figure, and other parameters are
the same as in Fig. 50.
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CHAPTER VI

EIT VIA VALENCE BAND COHERENCE

The possibility of creating dark states in semiconductors, which could form

the basis for EIT, was proposed in 1995 by Lindberg and Binder [20]. Using the

semiconductor Bloch equations, they showed that despite the many-body nature of

a semiconductor system, it should be possible to induce a nonradiative coherence

using exciton states. The presence of such a nonradiative coherence was shown to

have similar theoretical effects on the optical properties of the semiconductor and

atomic systems. As shown by the diagram in Fig. 52(a), HH and LH transitions

excited by opposite circular polarizations have different valence band states, but

a common conduction band state. A nonradiative coherence between HH and LH

valence band states was shown to be a possible basis for forming dark states and

establishing EIT.

From the level diagram, it would appear that the three electron states form

a Λ-type three-level system in which the valence band states are coupled by a

two-photon transition. However, in this semiconductor system, both valence band

states are initially occupied, which does not match the prototypical atomic EIT

setup for a Λ system. To make an analogy to an atomic system, the system is more

correctly described as a V system as shown by the exciton states in Fig. 52(b). In

this picture, the exciton ground state |0〉, the HH exciton excited with σ+ light

|HH+〉, and the LH exciton excited with σ− light |LH−〉 all include a contri-

bution from the common conduction band state. In the exciton state basis, the
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nonradiative coherence between exciton states is still due to the different valence

band states involved.
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FIGURE 52. Energy diagrams for EIT via HH-LH valence band coherence. (a)
Electron states. (b) Exciton states

Coupled Optical Stark Shifts of HH and LH Excitons

Experimental verification that the HH and LH excitonic transitions with

opposite circular polarization are coupled was shown in Ref. [19], using the optical

Stark effect. We have already discussed the optical Stark effect of the HH exciton

in Chapter V, but here we consider the so-called coupled optical Stark effect. By

applying a strong pump with σ+ polarization below the HH exciton transition,

the HH absorption probed with the same polarization is shifted to higher energy,

as discussed in Chapter V. The experiments in Ref. [19] showed that the LH

transition with opposite polarization also shifted to higher energy. While the

results in Ref. [19] do show that the HH and LH transitions are coupled, and

thus provide direct evidence for a valence band coherence, the experiments were

performed at relatively large pump detunings and the theory performed in the
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χ(3)-limit, outside the regime where EIT could occur if the pump were resonant

with the HH transition.

To show that the Stark shifts of the HH and LH excitons behave similarly

under conditions approaching those for the observation of EIT, and that the non-

radiative valence band coherence also survives under these conditions, we present

experimental results for a nearly resonant pump with relatively high intensity. The

results here were obtained using the 17.5 nm MQW sample, with the pump tuned

1.0 nm to the red side of the HH exciton absorption. The pump duration was 6

ps, while the probe duration was 150 fs. The probe arrived 1 ps before the peak

of the pump.

In Fig. 53, we show the absorption spectrum for a probe pulse with the same

(σ+σ+) and the opposite (σ+σ−) circular polarization as the pump. For the σ+σ+

case, a strong blue shift of the HH exciton is observed, while the LH exciton shows

no shift (or even a slight red shift). For the σ+σ− case, the LH exciton shows

the expected blue shift. Note that the HH exciton shows a strong red shift for

σ+σ−, which has been discussed in the literature [51, 52], and is due to Coulomb

correlations. Even for this strong pumping case, where the optical Stark shifts are

of the same magnitude as the exciton linewidths, the coupling between the HH

and LH bands persists. In Fig. 54, we show the magnitude of both the HH and

LH exciton blue shifts as a function of the pump intensity, taken under conditions

similar to Fig. 53. In Fig. 54, we also show the ratio of the HH and LH blue

shifts, which within the experimental uncertainty equals 2 in all cases but the

highest intensity pump. It is likely that at the highest intensity, a real excitonic

population is excited by the pump, which may introduce other correlation effects.
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FIGURE 53. Coupled optical Stark shifts of HH and LH excitons. The dashed
line is the probe absorption for σ+σ+ polarizations, the solid line is for σ+σ−

polarizations, and the dotted line shows the linear absorption in the absence of
the pump. The pump spectrum is shown as the shaded area, and the pump pulse
energy flux is 3.2 µ J/cm2.

The value of 2 for the ratio of the energy shifts can be understood by con-

sidering the dressed states of the system. As shown in Fig. 55, the strong pump

applied to the HH transition dresses both the |0〉 and |HH+〉 states. With the

pump at a lower energy than the transition, the strongest absorption comes from

the states marked by darker lines in the figure (these states have a larger atomic

contribution to their wavefunction relative to the field contribution). A probe of

the HH+ transition shows a blue shift in absorption due to the shift in energy

of both |0〉 and |HH+〉 states. A probe of the LH- transition also shows a blue

shift, but only from the shift of the |0〉 state. Therefore, the observed energy shift
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FIGURE 54. Exciton optical Stark shifts as a function of pump intensity. En-
ergy shifts relative to the linear absorption peaks were measured from absorption
spectra similar to Fig. 53. Open circles show the shift of the HH exciton for σ+σ+

polarizations of the pump and probe, and filled triangles show the shift of the LH
exciton for σ+σ− polarizations. The ratio of the HH shift to the LH shift is also
shown.

of the LH- transition is half the shift for the HH+ transition. The fact that this

description of light interacting with excitons in the semiconductor system agrees so

well with predictions based on light interacting with electrons in an atomic system

suggests that we should also be able to observe EIT in this system.

We have shown that the nonradiative coherence between valence bands exists

and that an analogy with an atomic three-level system is appropriate. Coupled

with the previously discussed experiments showing Rabi splitting of the HH ex-

citon, we can deduce that it should be possible to observe EIT in this system,

even for the worst case scenario where the decoherence rate of the valence band
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FIGURE 55. Dressed states of the HH transition with σ+ pump field below reso-
nance. The LH- blue shift is half that of the HH+ blue shift.

coherence is the same magnitude as the dipole coherences. In this case, by tuning

the σ+ pump resonant with the HH transition, we would expect to see an EIT dip

in the LH absorption for a σ− probe.

EIT via HH-LH Valence Band Coherence

Based on the discussion so far, all the necessary pieces required to observe

EIT in this system are present; however, the actual experimental verification has

been missing until now, though not for lack of effort. As noted in Chapter II, a CW

pump is not the best choice for observation of EIT in semiconductors, but neither

is a 150 fs pulse typical of other semiconductor experiments. As we discovered in

the Rabi splitting experiments, it is important to make the pump pulse duration

long relative to the decoherence times, in order to maximize the duration of the

coherent interaction between the pump and the system. A pump pulse that is

too short therefore effectively prevents the observation of EIT. Also, based on the

analysis of the atomic system, it would seem that EIT would best be resolved using
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the highest pump intensity possible. However, we will show that this is not the case

for this semiconductor system, which certainly delayed our successful observation

of EIT. Finally, although high quality samples showing narrow exciton linewidths

are desirable, the single QWs we initially used did not have enough absorption to

resolve EIT signatures. The increased absorption in the MQW samples we used

more than made up for their slightly broader linewidths.

In Fig. 56 we show results for pumping at the HH exciton and probing with

opposite circular polarization. We will discuss the strong dip at the HH resonance

in the next chapter, but of interest here is the dip in the LH absorption. The

presence of this absorption dip verifies that EIT is occurring due to the valence

band coherence. Slightly better results were obtained using the 13 nm MQW, for

which we show results in Fig. 57 and for the rest of this chapter.

Even though we know from the Rabi splitting experiments that spectral hole

burning is not an issue for the pump intensities used in these experiments, it is

nevertheless important to verify that the dependence of the EIT dip on the pump-

probe delay acts as expected. Figure 58 shows the absorption spectrum for six

values of the pump-probe delay. The EIT dip in the LH exciton is best resolved

for pump-probe delays near zero, and disappears for delays greater than 4 ps.

This behavior is consistent with a coherent effect such as EIT, and again rules out

spectral hole burning as a possible explanation for the results.

To underscore the dependence of the EIT dip on the underlying valence

band coherence, we show in Fig. 59 the result of changing the pump excitation

wavelength. As the pump is tuned relative to the HH exciton peak, the EIT dip

moves in the same direction relative to the LH peak. As discussed in Chapters II
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FIGURE 56. EIT due to HH-LH valence band coherence in the 17.5 nm MQW
sample. The solid line is the absorption of the probe for σ+σ− polarization, and the
dotted line is the linear absorption. The pump spectrum is shown as the shaded
area, and the pump pulse energy flux is 200 nJ/cm2.

and V, this behavior reflects the two-photon resonance condition in a Λ or V

system. The results also demonstrate a difference of the semiconductor system

from an ideal atomic system. In Fig. 59, the EIT dip is only resolved if the

pump is on the high energy side of the HH resonance. Because the pump is

resonant or nearly resonant with the HH exciton absorption, and therefore excites

a large population of excitons, the exchange interactions cause a blue shift of both

the HH and LH absorption peaks, as discussed in Chapter III. In order for the

EIT dip to be centered on the shifted LH peak, the pump must be tuned to the

high energy side of the HH peak. In contrast, if the pump is tuned to the low

energy side of the HH, the two-photon resonance condition for the EIT places it
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FIGURE 57. EIT due to HH-LH valence band coherence in the 13 nm MQW
sample. The pump pulse energy flux is 160 nJ/cm2.

in a position of low absorption on the shifted exciton peaks, where it cannot be

resolved. Note, however, that although the many-body interactions cause energy

shifts of the exciton absorption, the coherent optical interactions caused by the

nonradiative coherence remain similar to those in an atomic system.

The effects of changing the pump intensity are shown in Fig. 60. Although

the depth of the EIT dip increases somewhat, the dip is also broadened significantly

as the pump intensity is increased. There are two effects occurring here. First is

the overall reduction in LH absorption, which is expected for a V system due to

incoherent pumping from the |0〉 state to the |HH+〉 state. To show this effect,

we again use our numerical solutions for the OBE, but this time must use the

equations for a V system. For the V system, we must keep track of the density
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FIGURE 58. Dependence of the probe absorption spectrum on the pump-probe
delay. The pump pulse energy flux is 160 nJ/cm2.

matrix elements excited by the pump even when the probe is absent. The OBE to

first order in the probe field are:

˙̃p
(0)
HH = (iδHH − γ) p̃

(0)
HH −

iΩpump

2

(
2n

(0)
HH − 1

)
(6.1)
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FIGURE 59. Dependence of the probe absorption spectrum on the pump wave-
length. The pump pulse energy flux is 160 nJ/cm2.

ṅ
(0)
HH = −Γn

(0)
HH −

i

2

(
Ω∗

pumpp̃
(0)
HH − c.c

)
(6.2)

˙̃p
(1)
LH = (iδprobe − γ) p̃

(1)
LH −

iΩprobe

2

(
n

(0)
HH − 1

)
− iΩpump

2
p̃(1)∗

v (6.3)
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˙̃p(1)
v = [i (δpump − δprobe)− γv] p̃

(1)
v −

iΩ∗
probe

2
p̃

(0)
HH +

iΩpump

2
p̃

(1)∗
LH (6.4)

where we have replaced the labels a and b with HH and LH, and used p̃
(1)
v and γv

to label the nonradiative valence band coherence and its decoherence rate, respec-

tively. Details of the derivation are given in Appendix B

The decrease in population in the ground state |0〉 caused by the pump leads

to a decrease in absorption for the |0〉 ↔ |LH−〉 transition, even in the absence of

EIT. This is shown on the left hand side of Fig. 61, in which we plot absorption

spectra for numerical solutions of the OBE similar to those in Chapter II, but this

time for a V system. The solid curves show the solution for three-level system,

with γv = 0.2γ, where γ and γv are the decoherence rates for the dipole and valence

band coherence, respectively. As the pump intensity increases from Fig. 61(a) to

(c), the EIT dip gets deeper. In addition to the coherent effects directly related

to the presence of the nonradiative coherence, the overall absorption strength is

reduced. The dashed lines show this incoherent contribution to the absorption,

calculated in the limit of γv >> γ.

In the experimental data shown in Fig. 60, these incoherent pumping effects

are evident in the overall reduction in absorption of both the HH and LH exciton

resonances. The incoherent nature of this absorption reduction is confirmed by by

the delay dependence in Fig. 58, where the HH and LH absorption is reduced even

when the probe arrives 10 ps after the pump. However, this reduction in absorption

does not explain why the EIT dip in Fig. 60 does not significantly increase in depth

with increasing pump intensity, as the numerical results would suggest.
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FIGURE 60. Dependence of the probe absorption spectrum on the pump intensity.
The pump pulse energy flux is indicated in the figure, with F0 = 80 nJ/cm2.

The second effect of incoherent pumping of HH excitons is an increase in

exciton-exciton scattering, which leads to an increase in all decoherence rates,

including both γ and γv. The effects of such EID have already been discussed in

Chapter V, and they are certainly applicable here. To model the effects of EID,

we have added phenomenological corrections to the OBE in which the decoherence
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FIGURE 61. Probe absorption spectra determined from numerical solution of the
OBE for a V system. The solid curves are for γv = 0.2γ−1, and the dashed curves
are for γv >> γ. The dotted curves show the linear absorption of the probe in
the absence of the pump. The left hand column shows results without EID, while
the right hand column shows results with σnsat = γ. The pump and probe have
durations 5γ−1 and .05γ−1, respectively. The probe arrives 2γ−1 before the peak
of the pump. The peak pump Rabi frequency is 0.5γ for (a), γ for (b), and 1.5γ
for (c).

rates are dependent on the population in the |HH+〉 state (note that to first

order in the probe field, the population in the |LH−〉 state is zero). The modified

equations are as follows:

˙̃p
(0)
HH =

(
iδHH − γ − σn

(0)
HH

)
p̃

(0)
HH −

iΩpump

2

(
2n

(0)
HH − 1

)
(6.5)
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ṅ
(0)
HH = −Γn

(0)
HH −

i

2

(
Ω∗

pumpp̃
(0)
HH − c.c

)
(6.6)

˙̃p
(1)
LH =

(
iδprobe − γ − σn

(0)
HH

)
p̃

(1)
LH −

iΩprobe

2

(
n

(0)
HH − 1

)
− iΩpump

2
p̃(1)∗

v (6.7)

˙̃p(1)
v =

[
i (δpump − δprobe)− γv − σn

(0)
HH

]
p̃(1)

v −
iΩ∗

probe

2
p̃

(0)
HH +

iΩpump

2
p̃

(1)∗
LH (6.8)

where σn
(0)
HH models the EID. In the right hand column of Fig. 61, we show results

for the same parameters as in the left column, but including the EID terms. In

this case, the incoherent contribution to the absorption broadens due to EID, as

shown by the dashed lines. In addition, the EIT dip broadens significantly for all

pump intensities shown, as shown by the solid lines.

Although the experimental results show that EIT is possible due to the va-

lence band coherence, the weak EIT signature is somewhat disappointing. The

cause for such a weak EIT signal stems directly from the decoherence of the va-

lence band coherence. From the experimental data, it is unclear whether the

decoherence rate of the valence band coherence is too high even at low excitation

levels, or if exciton-exciton scattering is the primary limitation. As discussed in

Chapter III, the HH and LH valence bands undergo mixing away from the Brillu-

oin zone center. This band mixing contributes to rapid spin relaxation within the

valence bands [53], which may be a factor in the decoherence of the valence band
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coherence, even at low excitation levels. Regardless of the low excitation limit for

γv, the presence of strong exciton-exciton scattering is clearly visible as the pump

intensity is increased.

In this chapter, we have shown experimental evidence for EIT in a semi-

conductor due to a coherence between HH and LH valence bands. While optical

Stark effect measurements had previously indicated the presence of the valence

band coherence, a direct use of this nonradiative coherence to induce EIT was

lacking. Even though the experiments were successful, the large decoherence rate

of the valence band coherence prevents stronger EIT signatures from being ob-

served. It is clear that a V configuration is not the ideal system for observing EIT

in semiconductors, due to the effects of exciton-exciton scattering. A Λ or cascade

system, in which excitation of a real population by the pump could be prevented,

would be much more promising for observing large EIT signatures. Unfortunately,

looking at the state diagram, there are no other three-level systems available. We

will show in the following chapters how the exciton-exciton interactions which are

so detrimental here actually hold the solution to the problem of observing stronger

EIT effects in semiconductors.
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CHAPTER VII

EIT VIA EXCITON SPIN COHERENCE

With only marginal success of EIT based on the coherence between HH

and LH valence bands, and having thus exhausted the only three-level system

indicated by the band diagram, we are left with no clear direction for how to

proceed toward our goal of observing strong EIT signatures in semiconductors.

Because we are taking an effect which was discovered in atomic systems, and

trying to extend the studies to semiconductor systems, it is easy to push the

analogies between excitons and atoms too far. We must not forget, however,

that excitons are not atoms. Although exciton-exciton interactions may appear at

times to be a hindrance (causing strong dephasing in experiments and generally

complicating theoretical analysis), we will show in this chapter that by exploiting

these interactions inherent to a many-body semiconductor system, we can induce

EIT in ways not possible in atomic systems.

We begin with an interesting observation encountered during our investi-

gations of Rabi splitting discussed in Chapter V, and also when exploring the

valence band coherence in Chapter VI. In the Rabi splitting experiments, we used

co-circularly polarized pump and probe pulses acting on the same transition to

induce a splitting. Instead, when we used opposite circular polarizations for the

pump and probe, under otherwise similar experimental conditions, we observed

spectra like the one shown in Fig. 62. In this case, we observed a pronounced dip

in the HH exciton absorption resonance. While the cause of this absorption dip
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is not readily apparent, it is clear that it is not due to Rabi splitting because as

shown in Fig. 63, oppositely polarized pump and probe act on different transitions

in this system.
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FIGURE 62. Observed dip in absorption spectrum of probe with opposite circular
polarizations of pump and probe. The dotted line shows the absorption of the
probe in the absence of the pump. The probe arrives 3 ps before the pump. The
pump spectrum is shown as the shaded area, and the pump pulse energy flux is
400 nJ/cm2. The sample is the 10 nm QW at 10K.

Figure 64 shows the effect of varying the delay between the pump and the

probe. The absorption dip is sharper and deeper when the probe precedes the

pump (as was the case for the Rabi splitting), and disappears when the probe is

delayed by 6 ps. This behavior indicates that the absorption dip is caused by a

coherent effect. In Fig. 65 we show the effects of changing the wavelength of the

pump, and observe that the absorption dip follows the pump almost exactly.
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FIGURE 63. Transitions between HH valence band states and conduction band
states. Transitions with opposite circular polarization share no levels.

So far, all the experimental observations are consistent with the features of

EIT discussed in Chapter II, but we have yet to identify a three-level system and an

underlying two-photon coherence which could lead to EIT. As noted several times

before, the energy levels in Fig. 63 do not account for exciton-exciton interactions.

If instead we consider the N-exciton states shown in Fig. 66(a), it appears possible

to form a three-level Λ system from the two exciton spin states |+〉 and |−〉 and

an interacting (but unbound) two-exciton state |+−〉u. However, this three-level

system which includes an unbound two-exciton state is certainly different from the

typical atomic system. In this case, it would be a coherent superposition of the |+〉

and |−〉 states, i.e. an exciton spin coherence, which is the two-photon coherence

responsible for EIT. If it is indeed possible to observe EIT in a system containing

two-exciton states, then it should also be possible to form a three-level system with

the bound biexciton state |+−〉b.
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FIGURE 64. Dependence of the absorption dip on the pump-probe delay τ . Other
conditions are the same as for Fig. 62

Spin Coherence Induced via the Bound Biexciton State

As shown in Fig. 29(b), we can form a Λ-type three-level system consisting

of the two exciton spin states |+〉 and |−〉, and the bound biexciton state |+−〉b.

To measure EIT in this system, we apply a strong pump with σ+ polarization

to the |−〉 ↔ | + −〉b transition and a weak probe with σ− polarization to the
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FIGURE 65. Dependence of the absorption dip on the pump wavelength. Other
conditions are the same as for Fig. 62

|+〉 ↔ | + −〉b transition. In this three-level system, all the levels are excited

states. In order to observe EIT, we need to populate the exciton state |+〉 before

the pump and probe interact with the system.

To populate the |+〉 state, we used a prepulse of 3 ps duration with σ+

polarization that arrived 10 ps before the probe pulse. The 10 ps delay is long
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FIGURE 66. N-exciton states. The zero-exciton ground state is denoted by |0〉.
The one-exciton states |−〉 and |+〉 denote spin-down and spin-up excitons, ex-
cited by σ− and σ+ circularly polarized light, respectively. The two-exciton states
are labeled by | + −〉b and | + −〉u for the bound and unbound biexciton states,
respectively.

compared to the exciton dephasing time, so that any dipole coherences induced by

the prepulse cannot interfere with the observation of EIT. However, the 10 ps delay

is short compared to the exciton spin relaxation time (50-100 ps) [53], so that only

the |+〉 exciton state is occupied at the start of the EIT experiment. Figure 67(a)

shows the spectrum of the prepulse relative to the linear absorption of the HH

exciton. When the system was probed 10 ps after this prepulse (but without

the pump present), the spectrum shown in Fig. 67(b) was obtained, showing the

biexciton absorption resonance corresponding to the |+〉 ↔ |+−〉b transition.

When the pump was then applied to the |−〉 ↔ | + −〉b transition, the

absorption spectrum shown in Fig. 68 was obtained. The spectrum shows a distinct

dip in the biexciton resonance at the same wavelength as the pump. Figure 69
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FIGURE 67. Effect of prepulse on absorption of probe. (a) Linear absorption
of probe in the absence of the prepulse. The prepulse spectrum is shown by the
shaded region. (b) Absorption of the σ− probe (solid) and σ+ probe (dashed) in
the presence of the σ+ prepulse. The dotted line shows the linear absorption for
reference. The prepulse energy flux is 100 nJ/cm2, and the probe is delayed by 10
ps relative to the prepulse.

shows the dependence of the absorption dip on the pump-probe delay. The deepest

absorption dip was obtained when the probe arrived 3 ps before the peak of the

pump. When the probe arrived 6 ps after the pump, the dip disappeared. This

behavior verifies that we are observing a coherent effect.

Figure 70 shows that as the center wavelength of the pump was tuned around

the biexciton resonance, the position of the absorption dip followed. As discussed

in Chapter II, this behavior is representative of the two-photon resonance condition

for a Λ system. Based on the experimental observations, combined with the three-

level system we have constructed, we can conclude that the origin of this absorption
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FIGURE 68. EIT of the biexciton resonance. The absorption of the σ− probe in
the presence of the σ+ prepulse and σ+ pump is shown by the solid line, while the
dotted line shows the probe absorption in the absence of the pump. The pump and
prepulse energy fluxes are 800 and 100 nJ/cm2, respectively. The probe arrives 10
ps after the prepulse and 3 ps before the pump.

dip is EIT arising from an exciton spin coherence. Although the EIT resulting from

this spin coherence shares similar properties with EIT in an atomic system, the

spin coherence itself is the direct result of many-body correlations. Without the

exciton-exciton interactions which lead to the biexciton state, the two excitonic

transitions would be completely independent and no coherent superposition of

exciton spin states could be induced.

Figure 70 also shows that the EIT dip appears sharper when the pump is

on the long wavelength side of the biexciton resonance. As the pump moves to

the high energy side of the biexciton resonance, the EIT dip begins to look more



114

0

1
τ = -3 ps

 

0

1
τ = +1 ps

 

A
bs

or
ba

nc
e

804 806 808
0

1

τ = +6 ps

Wavelength (nm)

 

FIGURE 69. Dependence of EIT at the biexciton resonance on the pump-probe
delay. The pump-probe delay τ is indicated in the figure, but otherwise the con-
ditions are the same as for Fig. 68.

dispersive in shape. However, the pump spectrum also begins to overlap the exciton

resonance, which may cause additional complications in the interpretation.

We also note that Rabi splitting of the biexciton resonance could be ob-

served for co-circularly polarized pump and probe. This process in diagrammed in
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FIGURE 70. Dependence of EIT at the biexciton resonance on the pump wave-
length. Other conditions are the same as for Fig. 68.

Fig. 71(a), and experimental results are shown in Fig. 71(b).

Spin Coherence Induced via Exciton Correlations

We can now understand the experiment discussed at the beginning of the

chapter, where the pump was resonant with the exciton and no prepulse was

present. The similar behaviors of the EIT dip for both experiments suggests that

an exciton spin coherence is responsible for the EIT in both cases. While the sec-
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FIGURE 71. Rabi splitting of the biexciton resonance. (a) Energy level diagram
for biexciton Rabi splitting. The σ+ prepulse prepares the system with a popula-
tion of |+〉 excitons. The σ− pump and probe then measure Rabi splitting of the
|+〉 ↔ | +−〉b transition. (b) Experimental results, with all conditions except for
the polarizations the same as for Fig. 68.

ond experiment used a bound biexciton state to couple the exciton spin states, the

first experiment shows that a bound state is not required. The interactions alone

are sufficient to couple the spin states.

In the first experiment, the pump pulse actually plays two roles, as shown in

Fig. 72. The first role is to set up the spin coherence (acting with the probe) by

coupling the |−〉 and | + −〉u states. But because the pump is resonant with the

|0〉 ↔ |+〉 transition, it also plays the role of the prepulse in the second experiment,

by populating the |+〉 state. Both roles of the pump are necessary to observe EIT

in this system.

Although we have indicated a single interacting exciton state |+−〉u to make

clear the analogy with atomic EIT, in reality there are a continuum of interacting



117

−

0

b
−+

+

u
−+

pump

pump probe

FIGURE 72. Dual role of pump for EIT at exciton resonance.

unbound two-exciton states. All of these states may contribute to the coupling

of the exciton spin states, with varying degrees depending on their detuning from

the pump. In this case, it is also possible that the bound biexciton state also

contributes weakly to the EIT signal observed in the first experiment. We should

also point out that continuum states have previously been used in atomic systems

to observe EIT [2]. However, in the atomic systems the continuum states were not

due to many-body interactions.

The EIT dip due to exciton spin coherence is considerably stronger than

that observed for the HH-LH valence band coherence. This indicates that the

spin coherence has a smaller decoherence rate than the valence band coherence.

In fact, the width of the observed EIT dip may be limited by the pump spectral

width, and not by the decoherence rate for the spin coherence. It is already known

that the spin relaxation times for excitons are in the range of 50-100 ps [53],

which sets a lower bound for the spin decoherence time. However, exciton-exciton
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scattering is probably the dominant contribution to the decoherence. The effects

of exciton-exciton scattering are visible in Fig. 73, where we have increased the

pump intensity in an effort to increase the degree of transparency. The depth of

the EIT dip does not continue to increase for higher pump intensities, but instead

begins to broaden. Because the pump is resonant with the exciton transition for

this experiment, increasing the pump intensity increases the exciton scattering.
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FIGURE 73. Dependence of EIT at exciton resonance on the pump intensity.
The pump energy flux is indicated in the figure, with F0 = 400 nJ/cm2. Other
conditions are the same as in Fig. 62
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The observed EIT dip was also observed when using a spectrally narrow

probe pulse, in experiments similar to those discussed in Chapter V in regard to

Rabi splitting. Figure 74 shows a representative absorption spectrum obtained in

this manner. These experiments more closely resemble the typical experiments

in atomic systems, and may be more suited to practical applications in which all

spectral components of the probe pulse are affected by the transparency. However,

the decreased spectral resolution makes the narrow probe experiments less desirable

as a spectroscopic tool for probing nonradiative coherences.
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FIGURE 74. EIT at exciton resonance with spectrally narrow probe. The probe
absorption is shown in the presence (solid) and absence (dotted) of a pump with
opposite circular polarization. The pump duration is 6 ps, the probe duration is
8 ps, and the peaks of the pump and probe pulses arrive at the same time. The
pump energy flux is 800 nJ/cm2.

We have shown in this chapter an interesting extension of the EIT concept to
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a many-body semiconductor system. First, the experiments show that strong EIT

signatures may be observed in a semiconductor, despite the high decoherence rates

relative to atomic systems. More importantly, the experiments also show that we

can use many-particle interacting states as part of a three-level system in which

to observe EIT. In spite of the many-body interactions, the optical interactions

leading to EIT are similar to those in an atomic system. Although the exciton-

exciton interactions which lead to increased dephasing place a limit on the degree

of transparency, we should not forget that the EIT would not be possible without

these very interactions. In the next chapter, we will show how we can reduce the

effects of exciton scattering, while still using a biexciton state, in order to observe

even stronger EIT effects in a semiconductor system.
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CHAPTER VIII

EIT VIA BIEXCITONIC COHERENCE

As we discovered in the last chapter, the biexciton states may be used to

induce nonradiative exciton spin coherences in semiconductors. Looking at the

exciton states shown in Fig. 75, we can form another three-level system using the

|0〉, |−〉 (or |+〉), and |+−〉b states. If we apply a σ+ pump to the |−〉 ↔ |+−〉b

transition, and a σ− probe to the |0〉 ↔ |+〉 transition, we can attempt to observe

EIT in this cascade configuration. This system has the additional advantage that

the pump is not resonant with an exciton transition, and we can therefore avoid

the extra dephasing caused by EID.
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FIGURE 75. Three-level cascade system for EIT via biexcitonic coherence. The
ground state |0〉, the HH exciton states |−〉 and |+〉, and the bound biexciton state
|+−〉b are shown. The pump and probe fields are also shown.

In this three-level system, the nonradiative coherence generated is between

the ground and biexciton states, which we call a biexcitonic coherence. Biexcitonic

coherences in QWs have been explored previously in the χ(3) regime [25], and were
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found to have significant effects on the nonlinear properties of semiconductors.

In particular, the presence of a biexcitonic coherence was found to create large

nonlinear signals in four-wave mixing studies [17, 18] and also to have effects in

quantum beat measurements [54, 55]. The biexcitonic coherence has also been

studied in QD systems [56], and plays a central role in the development of quantum

information processing schemes in those systems.

Our experiments focus on two aspects of the biexcitonic coherence. First, we

wish to see if a large enough biexcitonic coherence can be generated to observe EIT.

Previous studies have indicated that the biexcitonic decoherence rate is comparable

to the exciton decoherence rate [18], which could make EIT difficult to observe.

On the other hand, the effects of EID should be minimized in this system, so at

least the decoherence rates should not increase much further. The second aim is

to use the EIT experiments to explore the properties of the biexcitonic coherence.

By doing so, we hope to gain more understanding about nonradiative coherences

in many-body systems.

Experimental Results

The experimental setup and methods were the same as for the previous ex-

periments in this dissertation. The 6 ps pump pulses with σ+ polarization were

tuned to be resonant with the exciton to biexciton transition. The 150 fs probe

pulses with σ− polarization measured the absorption spectrum in the presence of

the pump. Based on the level diagram, we would expect to see the EIT dip ap-

pearing at the HH exciton resonance. We found that the strongest EIT signatures

were observed using the 17.5 nm MQW, and all results in this chapter are from
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this sample.

In order to locate the spectral position of the exciton to biexciton transition,

we set the pump resonant with the exciton and measured the probe absorption

at 10 ps after the pump. The spectrum in Fig. 76 shows the biexciton resonance,

from which we calculate a biexciton binding energy of 1.6 meV.
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FIGURE 76. Location of the biexciton resonance. The curves show the probe
absorption in the presence (solid) and absence (dotted) of the pump. The pump
is resonant with the exciton transition, and the pump spectrum is shown as the
shaded area. The pump pulse energy flux is 40 nJ/cm2, and the probe arrives 10
ps after the peak of the pump.

If the pump was tuned resonant with the biexciton transition, we observed

the spectrum in Fig. 77. The spectrum is not symmetric as we would expect

from an atomic model, but a small EIT does appear on the high energy side of

the exciton peak. From the two-photon resonance condition for the biexcitonic

coherence, we would expect the EIT dip to be positioned exactly at center of the
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exciton peak.
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FIGURE 77. EIT via biexcitonic coherence. The pump is resonant with the
biexciton transition, where the center of the biexciton transition is indicated by
the dashed line. The pump pulse energy flux is 2 µJ/cm2, and the probe arrives 1
ps before the peak of the pump.

If instead the pump was tuned in between the biexciton and exciton transi-

tions, the spectrum shown in Fig. 78 was observed. The EIT dip is now positioned

at the center of the exciton resonance. In this case, the absorption is reduced

by factor of exp(3.1) = 22 at the center of the HH exciton. This represents the

greatest degree of transparency due to EIT we have observed so far.

The dependence of the EIT dip in the absorption spectrum on the pump-

probe delay is shown in Fig. 79. In this experiment, the depth of the EIT dip is

more symmetric about τ = 0 than it was for the other EIT experiments; however,

it is still resolved slightly better for negative delays. The absorption spectrum
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FIGURE 78. Improved EIT via biexcitonic coherence. The pump is now above the
biexciton transition energy, where the center of the biexciton transition is indicated
by the dashed line. Other conditions are the same as for Fig. 77.

at τ = +10 ps matches the linear absorption almost exactly. This behavior is

particularly interesting, because it shows that the EIT process in this experiment is

almost fully coherent. In other words, the pump pulse does not excite a significant

real exciton population.

We have already noticed that the EIT dip is not in the expected position

based on the two-photon resonance condition. In Fig. 80 we show further effects

of changing the pump excitation wavelength. As the pump is moved to higher

energies relative to the biexciton, the EIT dip moves to lower energies relative to

the exciton. This behavior confirms that we are observing EIT in a cascade system,
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FIGURE 79. Dependence of EIT on pump-probe delay. The pump-probe delay
τ is indicated in the figure. The pump spectrum is indicated by the shaded area,
and the pump pulse energy flux is 1.6 µJ/cm2.

where the two-photon resonance condition of δb = −δa is expected, as explained

in Chapter II. Also note that in Fig. 80(d), an additional dip can be seen, which

is centered at the pump. This dip appears similar to the one we observed due to

exciton spin coherence, though its exact source is unknown at this time.



127

0

3 (a)

 

0

3 (b)

 
0

3 (c)

A
bs

or
ba

nc
e

Wavelength (nm)

 

810 812
0

3 (d)
 

FIGURE 80. Dependence of EIT on pump excitation wavelength. The pump
spectrum is indicated by the shaded area. Other conditions are the same as for
Fig. 77.

In Fig. 81 we plot the absorption spectrum for increasing pump intensity.

Here we notice a very interesting behavior: the position of the EIT dip changes

with the pump intensity. For the lowest intensity, the EIT dip appears on the

low energy side of the HH exciton. This is consistent with the atomic model two-
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photon resonance condition, because the pump is on the high energy side of the

biexciton transition. At higher pump intensities, however, the EIT dip moves to

higher energy. We will discuss this interesting behavior, which is not predicted by

atomic models, in the next section.

0

3 I
0

 
0

3 2 I
0

 

0

3 4 I
0

A
bs

or
ba

nc
e

Wavelength (nm)

 

810 812
0

3 8 I
0

 

FIGURE 81. Dependence of EIT on pump intensity. The pump pulse energy flux
is indicated in the figure, with I0 = 400nJ/cm2. Other conditions are the same as
for Fig. 77.
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Effects of Many-Body Interactions

The shift of the EIT dip with increasing pump intensity indicates that the

two-photon resonance condition is varying. In our cascade system, the only way

for this to happen is if the energy of the biexciton state changes. Formally, the

two-photon resonance condition is EEIT = Eb − Epump, where EEIT is the energy

position of the EIT dip, Eb is the total energy for the biexciton state, and Epump is

the energy position of the pump. This situation is diagrammed in Fig. 82, where

we can see that the energy of the exciton state |−〉 does not affect the two-photon

resonance condition.

−

0

b
−+

+
pumpE

EITE

bE

FIGURE 82. Two-photon resonance condition in biexciton system.

The observed shift of the EIT to higher energy therefore indicates that the

biexciton energy level is also shifting to higher energy. We can introduce this

behavior into our OBE model for EIT by changing the biexciton energy depending

on the pump intensity. To isolate the effects of the two-photon resonance from any

effects due to transient pump and probe pulses, we present results from analytic

solutions of the OBE for CW pump and probe. The solutions are similar to those
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discussed in Chapter II, but the OBE are taken for a cascade instead of a Λ

system. Details of the derivation of the OBE for the cascade system are given

in Appendix B. To account for the shift in the biexciton energy, we take Eb =

E0
b + h̄βΩ2

pump, where E0
b is the energy of the biexciton in the absence of the pump,

Ωpump is the Rabi frequency of the pump, and β is a factor giving the strength of

the shift. We can then write the pump detuning as δpump = δ0
pump − βΩ2

pump. This

form for the biexciton energy is used so that the shift of the biexciton is linear

with the pump intensity, for reasons which will become clear shortly.

In Fig. 83 we plot the EIT spectrum for the case where the pump is resonant

with the unshifted biexciton transition, and under the conditions γb = γ and

Ωpump = 2γ. Note that for the theoretical calculations, we plot the detuning

in frequency, which is inversely related to the wavelength. Fig. 83(a) shows the

spectrum for β = 0 so that there is no shift of the biexciton. The dashed curve

gives a reference for where the biexciton absorption resonance is located, and the

pump is indicated by the sharp spike. The EIT dip is positioned at the center of the

exciton resonance. Fig. 83(b) shows how the result changes when the biexciton

shift is included by setting β = 0.3γ−1. In this case, the shift in the biexciton

energy means that the pump is actually below the biexciton resonance. Therefore,

the EIT dip appears on the high energy side of the exciton peak. This behavior is

similar to what we observed in the experiments.

The change in the EIT dip position with pump intensity can also be repro-

duced, as shown in Fig. 84. The pump position is in between the exciton and

the unshifted biexciton resonances. Even though the pump position remains fixed

as the intensity increases, the shift in energy of the biexciton resonance leads to
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FIGURE 83. Effect of biexciton energy shift. Curves give the calculated absorp-
tion of probe as a function of probe detuning δprobe in the presence (solid) and
absence (dotted) of the pump. The dashed line shows the position of the biex-
citon resonance and the sharp spike shows the pump position. (a) β = 0. (b)
β = 0.3γ−1. For both parts, Ωpump = 2γ and γb = γ.

changes in the EIT position. At low intensity, the biexciton shift is small and the

EIT dip appears on the low energy side of the exciton. As the intensity increases,

the biexciton shifts so that the pump is now below it. Therefore, the EIT dip

appears on the high energy side of the exciton.

The EIT experiments have shown us that the biexciton shifts to higher energy

with increasing pump intensity, and we can now turn to explanations for this

behavior. Because the biexciton is composed of two excitons, we can write its

energy as follows: Eb = E+ + E− − Ebinding, where E+ and E− are the energies of

noninteracting |+〉 and |−〉 excitons, and Ebinding is the biexciton binding energy.

If we look back at the exciton state diagram, the pump is not only resonant with

the |−〉 ↔ |+−〉b transition, it is also acting on the |0〉 ↔ |+〉 transition. We know
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FIGURE 84. Effects of intensity dependent biexciton shift. The pump rabi fre-
quencies are shown in the figure. Other parameters are β = 0.3γ−1 and γb = 0.75γ.

from our previous experiments that because the pump is below this transition, it

causes an optical Stark shift of the |+〉 exciton to higher energy. This energy shift

of the |+〉 exciton causes a corresponding energy shift of the biexciton energy. This

process is diagrammed in Fig. 85.
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FIGURE 85. Effect of optical Stark shift on biexciton energy.

In Fig. 86 we plot the energy position of the EIT dip relative to the HH

exciton as a function of pump intensity, as measured from the spectra shown in

Fig. 81 and additional spectra not plotted. We also plot the optical Stark shift of

the HH exciton, measured from spectra taken under identical conditions, except

with pump and probe having the same circular polarization. The position of the

EIT dip follows the HH stark shift closely except at the highest pump intensities.

The nearly linear dependence of the shifts on the pump intensity also justifies

our choice in the theoretical calculations. The data confirms that at low pump

intensities, the dominant cause of the biexciton energy shift is the optical Stark shift

of the |+〉 exciton. Also, Coulomb correlations can strongly affect the biexciton

binding energy, which explains the nonlinear behavior of the EIT position at higher

pump intensities.

Our simple OBE model qualitatively explains the observed behavior and

gives insight into the physical processes at play. We also note that the experiment

has recently been studied using microscopic semiconductor calculations, in a col-

laboration with I. Rumyantsev, N.H. Kwong, R. Takayama, and R. Binder [31].
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FIGURE 86. Energy shift of the EIT dip. The shift of the EIT dip relative to
the HH exciton is plotted as the filled squares. The optical Stark shift of the HH
exciton (measured with σ+σ+ pump and probe), is also plotted as the open circles.
The experimental conditions are the same as in Fig. 81.

The more rigorous semiconductor theory confirms the energy shift of the biexciton,

and also predicts the observed shift of the EIT position.

We have shown in this chapter a demonstration of EIT in semiconductors

based on a biexcitonic coherence. We can produce strong EIT signatures for this

experiment in part because the effects of decoherence due to EID are minimized. In

addition to producing EIT, we have also used the experiment to study the physics

of the exciton-biexciton system. The changing energy position of the EIT dip gives

direct evidence for an energy shift of the biexciton, which we attribute primarily to
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an exciton optical Stark shift caused by the pump. The results again confirm that

it is possible to observe EIT based on nonradiative coherences induced via many-

exciton states. And the results further show that, as it was for the exciton spin

coherence, the many-body nature of the semiconductor system cannot be ignored.
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CHAPTER IX

SUMMARY AND FUTURE WORK

Summary

This dissertation has presented experimental verification that EIT is possible

in a semiconductor system, despite the high decoherence relative to atomic sys-

tems. We have demonstrated EIT in three different excitonic systems, which rely

on three different nonradiative coherences to cause the destructive interference.

Furthermore, we have used the EIT experiments to gain insight into the properties

of the nonradiative quantum coherences themselves.

The first system discussed was a V system composed of HH and LH exci-

ton states coupled through the ground state. This system had previously been

proposed as a candidate for semiconductor EIT studies, but the experimental ver-

ification had been absent. Our observations show that nonradiative coherence

between valence band states can be generated and used to cause EIT; however,

the degree of transparency attained was weak. The limitation was found to result

from a high decoherence rate for the valence band coherence. The decoherence

was made even worse at higher excitation levels, due to additional dephasing from

exciton-exciton scattering. We concluded that a V configuration is not ideal for

semiconductor EIT studies, because the strong pump necessarily excites a large

exciton population.

We next discussed EIT which arose from a nonradiative exciton spin coher-

ence. We showed that the spin coherence could be generated by coupling the exci-
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ton spin states through the bound biexciton resonance, in which the EIT occurred

at the bound biexciton transition energy. We also showed that the spin coherence

could be generated by coupling the spin states through the unbound biexciton

continuum. In this case, a strong EIT dip occurred at the HH exciton transition

energy. The exciton spin coherence is particularly interesting because it would not

be possible without the many-body interactions present in a semiconductor system.

We further showed that the magnitude of the EIT signatures in these experiments

reflects a small decoherence rate for the exciton spin coherence. However, because

the pump is again resonant with the HH exciton transition in these experiments,

decoherence from EID places a limit on the transparency achievable.

The third system in which we observed EIT was a cascade system composed

of the ground, exciton, and bound biexciton states. By applying the pump to the

exciton-biexciton transition, we avoided the EID effects observed in the previous

experiments, and were able to observe strong EIT signatures at the HH exciton

transition. These experiments represent the highest degree of transparency we

were able to attain, showing a factor of twenty reduction in the absorption. We

also observed behaviors due to many-body interactions in this system. Because

the biexciton state energy depends on the energy of both exciton spin states, the

pump was found to cause a shift in the biexciton energy via the optical Stark effect

on an exciton state not directly involved in the EIT process.

In addition to the EIT observations, we have studied Rabi splitting of ex-

citons. These experiments are valuable for demonstrating the correct conditions

for the observation of EIT, but they were also useful for studying the effects of

many-body interactions in a high excitation regime. We found that the shift of
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the exciton energy due to exchange interactions had a large effect on the observed

lineshapes. A pump pulse that is initially resonant with the exciton transition

therefore becomes off-resonant as the exciton density increases during the pump

pulse.

Both the EIT and Rabi splitting experiments also showed that using a tem-

porally long pump and short probe can be a useful spectroscopic technique. By

having the probe pulse arrive before the peak of the pump pulse, the probe can

monitor the coherent properties of the system as it is driven by the pump, but

before a large steady-state incoherent exciton population is generated. In a semi-

conductor, this technique is extremely valuable because it avoids the large increased

decoherence caused by the exciton population. We also showed that the potential

complication of coherent spectral oscillation in these experiments can be avoided

by using a pump pulse which is long relative to the exciton dipole decoherence

time.

Future Work

Concerning EIT in the systems discussed here, there are a few additional

experiments which could increase our understanding. In our experiments, the

pump spectral width places a limit on the width of the EIT dip which can be

observed. We therefore could only place an upper limit on the decoherence rate

for the spin coherence at low exciton densities. Additional experiments could be

performed if the pulse shaping apparatus was improved so that narrower pump

spectral widths were available. In order to observe EIT, it is likely that additional

amplification of the pump pulses would then be necessary. Also, in our experiments
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we have restricted our attention to the circularly polarized optical transitions, as

that is the natural basis for discussing biexcitons. A study of the linearly polarized

transitions may yield additional information about the system.

The EIT experiments discussed here could also be performed in other semi-

conductor systems. The biexciton binding energy in ZnSe is much larger than in

GaAs, and experiments in ZnSe systems could better isolate the exciton and biex-

citon transitions from each other. The phenomenon of EIT can also be explored in

lower dimensional structures such as quantum dots, and our experiments strongly

suggest that observation of EIT will be possible.

The exciton spin decoherence is believed to be dominated by the faster hole

spin relaxation relative to the electron spin. For semiconductors in magnetic fields,

or engineered magnetic semiconductors, the electron spin levels can split and the

optical selection rules change so that an electron spin coherence can be generated.

It is hoped that the low decoherence rate for the electron spin coherence will allow

for very strong EIT effects to be observed. Studies of these systems are already

underway in the Wang lab.

The demonstration of EIT in semiconductors opens the door to the wide va-

riety of related phenomena which depend on the quantum interference caused by

a nonradiative coherence. A study of the changes to the index of refraction associ-

ated with EIT has yet to be made in semiconductors. The implementation of slow

light phenomena in semiconductors could have many technological applications.

There is also the possibility of designing semiconductor inversionless lasers based

on the generation of nonradiative coherences. The successful demonstrations of

both Rabi oscillations and EIT also show that it is possible to coherently control
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both dipole and nonradiative coherences in semiconductors, which can provide

direct control over the semiconductor’s optical properties. It also increases the

possibility of semiconductor-based quantum information processing, where infor-

mation is stored in the quantum coherences of the system.

While the technological implications of EIT in semiconductors are certainly

interesting, it is also hoped that the experiments discussed here lead to a better

understanding of the optical properties of many-body systems. Current semicon-

ductor theory is for the most part unable to handle the effects of correlations in

highly nonlinear optical processes such as EIT. In order to fully describe EIT in

semiconductors, additional theoretical progress will be required. We will conclude

by noting that the collaborations resulting from our experimental observations of

EIT due to the biexcitonic coherence have already led to advances in the theoretical

modeling of semiconductors.
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APPENDIX A

DERIVATION OF OPTICAL BLOCH EQUATIONS FOR RABI SPLITTING

IN TWO-LEVEL SYSTEMS

This appendix details the derivation of the equations describing a two-level

system subject to a strong pump and a weak probe optical field. The OBE for

the this system are derived, including semiconductor many-body corrections. A

similar derivation, without the semiconductor corrections, is given in Ref. [29].

We begin by writing the OBE for a two-level system with ground state |g〉

and excited state |e〉 separated in energy by h̄ω.

ρ̇eg = − (iω + γ + σρee) ρeg −
iµ

h̄
E (2ρee − 1) (A.1)

ρ̇ee = −Γρee −
iµ

h̄
(Eρeg − c.c.) (A.2)

where we have assumed that ρee +ρgg = 1. In these equations γ is the polarization

dephasing rate, Γ is the population decay rate of state |e〉 and µ is the dipole

matrix element (assumed to be real). The effects of excitation induced dephasing

(EID) are included by the term including the constant σ.

The electric field E includes contributions from both the pump and probe

fields.
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E = Es + Ep =
1

2

[
Es(t)e

i(ks·r−νst) + Ep(t)e
i(kp·r−νpt) + c.c.

]
+ Lµ (ρeg + c.c.) (A.3)

where the subscript s refers to the strong pump (saturator) field, and the subscript

p refers to the weak probe field. The constant L accounts for the Lorentz local

field corrections.

To solve the OBE we assume that the probe field is weak and therefore keep

terms up to first order in Ep. The pump field is assumed strong and we keep terms

to all orders in Es.

To zeroth order in the probe, we obtain the following equations:

ρ̇(0)
eg = −

(
iω + γ + σρ(0)

ee

)
ρ(0)

eg −
iµ

h̄
Es

(
2ρ(0)

ee − 1
)

(A.4)

ρ̇(0)
ee = −Γρ(0)

ee −
iµ

h̄

(
Esρ

(0)
eg − c.c.

)
(A.5)

We make the following substitutions:

ρ(0)
eg = p0e

−iνst (A.6)

ρ(0)
ee = n0 (A.7)

and after making the rotating wave approximation (RWA), the zeroth order OBE
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reduce to

ṗ0 = (iδs − γ − σn0) p0 −
i

2
(Ωs + ηp0) (2n0 − 1) (A.8)

ṅ0 = −Γn0 −
i

2
(Ω∗

sp0 − c.c.) (A.9)

where δs = νs − ω, Ωs = µEs

h̄
eiks·r, and η = 2µ2L

h̄
. These two equations give the

response of the system to the pump field in the absence of the probe.

Keeping terms of first order in Ep yields the following equations.

ρ̇(1)
eg = −

(
iω + γ + σρ(0)

ee

)
ρ(1)

eg − σρ(1)
ee ρ

(0)
eg −

iµ

h̄
Ep

(
2ρ(0)

ee − 1
)
− iµ

h̄
Es

(
2ρ(1)

ee

)
(A.10)

ρ̇(1)
ee = −Γρ(1)

ee −
iµ

h̄

(
Epρ

(0)
eg − c.c.

)
− iµ

h̄

(
Esρ

(1)
eg − c.c.

)
(A.11)

We will next make the following substitutions:

ρ(0)
eg = p0e

−iνst (A.12)

ρ(1)
eg = p1e

−iνpt + pfe
−i(2νs−νp)t (A.13)

ρ(1)
ee = n1e

i(νs−νp)t (A.14)
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Note that ρ
(1)
eg contains terms oscillating at two different frequencies and that

these terms are coupled via n1. We will split the equation for ρ
(1)
eg into two parts

based on the oscillation frequency. After making the RWA, we therefore derive the

following three equations.

ṅ1 = − (i∆ + Γ)n1 +
i

2
Ωpp

∗
0 −

i

2
Ω∗

sp1 +
i

2
Ωsp

∗
f (A.15)

ṗf = (iδ3 − γ − σn0) pf − (iΩs + iηp0 + σp0)n
∗
1 −

i

2
ηpf (2n0 − 1) (A.16)

ṗ1 = (iδp − γ − σn0) p1 −
i

2
(Ωp + ηp1) (2n0 − 1)− (iΩs + iηp0 + σp0)n1 (A.17)

where ∆ = νs − νp, δp = νp − ω, δ3 = 2νs − νp − ω, and Ωp = µEp

h̄
eikp·r.

Now if we let pfwm = p∗f , and also eliminate the static Lorentz Shift terms,

we arrive at the following set of OBE.

ṗ0 = [iδs − γ − (σ + iη)n0] p0 −
i

2
Ωs (2n0 − 1) (A.18)

ṅ0 = −Γn0 −
i

2
(Ω∗

sp0 − c.c.) (A.19)

ṅ1 = − (i∆ + Γ)n1 +
i

2
Ωpp

∗
0 −

i

2
Ω∗

sp1 +
i

2
Ωspfwm (A.20)
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ṗfwm = − [iδ3 + γ + (σ − iη)n0] pfwm + (iΩ∗
s + iηp∗0 − σp∗0)n

∗
1 (A.21)

ṗ1 = [iδp − γ − (σ + iη)n0] p1 −
i

2
Ωp (2n0 − 1)− (iΩs + iηp0 + σp0)n1 (A.22)
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APPENDIX B

DERIVATION OF OPTICAL BLOCH EQUATIONS FOR EIT IN

THREE-LEVEL SYSTEMS

This appendix shows how the OBE are derived for various three-level systems.

First we write down the Hamiltonian and density matrix operators for the three-

level systems under consideration. We then proceed to derive the OBE and discuss

EIT for a weak probe field in each system.

Hamiltonian

We consider three-level systems with states |a〉, |b〉, and |e〉 (or |g〉), as shown

in Fig. 87. The states have energies h̄ωaa, h̄ωbb, h̄ωee, respectively. We will refer to

the three systems as Λ, cascade, and V systems. Two electric fields are applied: Ea

which excites the |a〉 ↔ |e〉 transition, and Eb which excites the |b〉 ↔ |e〉 transition.

The |a〉 ↔ |b〉 transition is dipole forbidden.

The Hamiltonian for the system may be written as H = H0 + V , where

H0 = h̄


ωee 0 0

0 ωaa 0

0 0 ωbb

 (B.1)
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FIGURE 87. Three-level systems discussed in appendix

and

V = −


0 µaEa µbEb

µaEa 0 0

µbEb 0 0

 (B.2)

The dipole moments µa and µb are taken to be real for convenience and the

electric fields are given by:

Ea =
1

2
Eae

−iνat + c.c. (B.3)

Eb =
1

2
Ebe

−iνbt + c.c. (B.4)

We wish to derive equations of motion for the density matrix elements, where

the density matrix is of the form:
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ρ =


ρee ρea ρeb

ρae ρaa ρab

ρbe ρba ρbb

 (B.5)

Using the basic relationship ρ̇ = i
h̄
[ρ,H], we may derive the equations of

motion for the density matrix elements. In the following sections, we will perform

this derivation for each of the three types of system considered.

OBE Derivation for Λ System

In this system, we are interested in the density matrix elements ρea, ρeb, ρba,

ρaa, and ρbb. We make the following substitutions:

ρea = p̃ae
−iνat (B.6)

ρeb = p̃be
−iνbt (B.7)

ρba = p̃re
i(νb−νa)t (B.8)

ρaa = na (B.9)

ρbb = nb (B.10)

Using the Hamiltonian and the above substitutions for the density matrix
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elements we can derive the equations of motion. After making the rotating wave

approximation (RWA) and introducing phenomenological decay terms, we obtain

the following set of OBE:

˙̃pa = (iδa − γa)p̃a −
iΩa

2
(1− nb − 2na) +

iΩb

2
p̃r (B.11)

˙̃pb = (iδb − γb)p̃b −
iΩb

2
(1− na − 2nb) +

iΩa

2
p̃∗r (B.12)

˙̃pr = [i(δa − δb)− γr] p̃r −
iΩa

2
p̃∗b +

iΩb

2
p̃a (B.13)

ṅa = Γa(1− na − nb) +
i

2
(Ω∗

ap̃a − c.c.) (B.14)

ṅb = Γb(1− na − nb) +
i

2
(Ω∗

b p̃b − c.c.) (B.15)

where δa = νa − ωa, δb = νb − ωb, ωa = ωee − ωaa, and ωb = ωee − ωbb. The Rabi

frequencies are defined by Ωa = µaEa

h̄
, and Ωb = µbEb

h̄
. We have also made the

assumption that na + nb + ne = 1, in order to eliminate ne from the equations.

EIT in Λ System

We consider the pump-probe scheme show in Fig. 88 with strong pump Ωb

and weak probe Ωa. We also consider an arbitrary initial population in the state

|a〉 denoted by n
(0)
a . Keeping only terms up to first order in Ωa, the OBE reduce
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to:

 e

a
b

aΩ bΩ

FIGURE 88. Pump and probe fields in Λ system

˙̃p
(0)
b = (iδb − γb) p̃

(0)
b − iΩb

2

(
1− n(0)

a − 2n
(0)
b

)
(B.16)

ṅ
(0)
b = Γb

(
1− n(0)

a − n
(0)
b

)
+
i

2

(
Ω∗

b p̃
(0)
b − c.c

)
(B.17)

˙̃p(1)
a = (iδa − γa) p̃

(1)
a − iΩa

2

(
1− n

(0)
b − 2n(0)

a

)
+
iΩb

2
p̃(1)

r (B.18)

˙̃p(1)
r = [i (δa − δb)− γr] p̃

(1)
r − iΩa

2
p̃

(0)∗
b +

iΩ∗
b

2
p̃(1)

a (B.19)

where the superscript refers to the power of Ωa.

Next we consider the conventional EIT situation, in which n
(0)
a = 1, and

therefore n
(0)
b = p̃

(0)
b = 0. In this case, solving the OBE under steady-state condi-

tions gives the following result for p̃
(1)
a .
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p̃(1)
a =

− iΩa

2
[i (δa − δb)− γr]

(iδa − γa) [i (δa − δb)− γr] + |Ωb|2
4

(B.20)

To find the linear absorption, α(δa), we use the relation α ∝ Im
[

p̃
(1)
a

Ωa

]
.

If δb = 0, the reduction in absorption at the line center (δa = 0) is given by

the ratio

α (0)

α0

=
1

1 + |Ωb|2
4γaγr

(B.21)

where α0 is the absorption at δa = 0 for Ωb = 0. In order to achieve greater than

50 percent reduction in absorption, we require |Ωb|2 > 4γaγr

A steady-state solution of the OBE for the case n
(0)
a 6= 1 is also possible, but

is not given here. Note that in this case, the absorption by the |a〉 ↔ |e〉 transition

is affected by the saturation of the |b〉 ↔ |e〉 transition.

OBE Derivation for Cascade System

In this system, we are interested in the density matrix elements ρea, ρbe, ρba,

ρaa, and ρbb. We make the following substitutions:

ρea = p̃ae
−iνat (B.22)

ρbe = p̃be
−iνbt (B.23)
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ρba = p̃re
−i(νb+νa)t (B.24)

ρaa = na (B.25)

ρbb = nb (B.26)

After making the RWA and introducing decay terms, we obtain the following

set of OBE:

˙̃pa = (iδa − γa)p̃a −
iΩa

2
(1− nb − 2na) +

iΩ∗
b

2
p̃r (B.27)

˙̃pb = (iδb − γb)p̃b −
iΩb

2
(2nb + na − 1)− iΩ∗

a

2
p̃r (B.28)

˙̃pr = [i(δa + δb)− γr] p̃r −
iΩa

2
p̃b +

iΩb

2
p̃a (B.29)

ṅa = Γa(1− na − nb) +
i

2
(Ω∗

ap̃a − c.c.) (B.30)

ṅb = −Γbnb −
i

2
(Ω∗

b p̃b − c.c.) (B.31)

where δa = νa − ωa, δb = νb − ωb, ωa = ωee − ωaa, and ωb = ωbb − ωee. The Rabi

frequencies are defined by Ωa = µaEa

h̄
, and Ωb = µbEb

h̄
. We have also made the
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assumption that na + nb + ne = 1, in order to eliminate ne from the equations.

EIT in Cascade System

Using the pump-probe scheme shown in Fig. 89, with strong pump Ωb and

weak probe Ωa, we can simplify the OBE by keeping terms only up to first order

in Ωa. Assuming that n
(0)
a = 1 (all initial population in the ground state), the

relevant equations are:

 b

a

e
aΩ

bΩ

FIGURE 89. Pump and probe fields in cascade system

˙̃p(1)
a = (iδa − γa) p̃

(1)
a +

iΩa

2
+
iΩ∗

b

2
p̃(1)

r (B.32)

˙̃p(1)
r = [i (δa + δb)− γa] p̃

(1)
r +

iΩb

2
p̃(1)

a (B.33)

Solving the above equations under steady-state conditions, we obtain the

following expression for p̃
(1)
a .
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p̃(1)
a =

− iΩa

2
[i (δa + δb)− γr]

(iδa − γa) [i (δa + δb)− γr] + |Ωb|2
4

(B.34)

Note that the result is identical to that for the Λ system, if we account for

how the detunings relate to the level structures. In both systems, the strongest

reduction in absorption occurs if the net detuning of the two-photon transition

|a〉 ↔ |b〉 is zero. For the Λ system, this corresponds to δa − δb = 0, while for the

cascade system, the condition is δa + δb = 0.

OBE Derivation for V System

In this system, we use state |g〉 instead of state |e〉, but otherwise the deriva-

tion proceeds as before. We are interested in the density matrix elements ρag, ρbg,

ρba, ρaa, and ρbb. We make the following substitutions:

ρag = p̃ae
−iνat (B.35)

ρbg = p̃be
−iνbt (B.36)

ρba = p̃re
−i(νb−νa)t (B.37)

ρaa = na (B.38)

ρbb = nb (B.39)
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After making the RWA and introducing phenomenological decay terms, we

obtain the following set of OBE:

˙̃pa = (iδa − γa)p̃a −
iΩa

2
(2na + nb − 1)− iΩb

2
p̃∗r (B.40)

˙̃pb = (iδb − γb)p̃b −
iΩb

2
(2nb + na − 1)− iΩa

2
p̃r (B.41)

˙̃pr = [i(δa − δb)− γr] p̃r −
iΩ∗

a

2
p̃b +

iΩb

2
p̃∗a (B.42)

ṅa = −Γana −
i

2
(Ω∗

ap̃a − c.c.) (B.43)

ṅb = −Γbnb −
i

2
(Ω∗

b p̃b − c.c.) (B.44)

where δa = νa − ωa, δb = νb − ωb, ωa = ωaa − ωgg, and ωb = ωbb − ωgg. The Rabi

frequencies are defined by Ωa = µaEa

h̄
, and Ωb = µbEb

h̄
. We have also made the

assumption that na + nb + ng = 1, in order to eliminate ng from the equations.

EIT in V System

We consider the pump-probe scheme show in Fig. 90 with strong pump Ωb

and weak probe Ωa. We assume that all initial population is in state |g〉. Keeping

only terms up to first order in Ωa, the OBE reduce to:
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b
a

e
aΩ bΩ

FIGURE 90. Pump and probe fields in V system

˙̃p
(0)
b = (iδb − γb) p̃

(0)
b − iΩb

2

(
2n

(0)
b − 1

)
(B.45)

ṅ
(0)
b = −Γbn

(0)
b − i

2

(
Ω∗

b p̃
(0)
b − c.c

)
(B.46)

˙̃p(1)
a = (iδa − γa) p̃

(1)
a − iΩa

2

(
n

(0)
b − 1

)
− iΩb

2
p̃(1)∗

r (B.47)

˙̃p(1)
r = [i (δb − δa)− γr] p̃

(1)
r − iΩ∗

a

2
p̃

(0)
b +

iΩb

2
p̃(1)∗

a (B.48)

Solving the zeroth-order equations in steady-state gives the standard two-

level results:

n
(0)
b =

1
2
IbLb

1 + IbLb

(B.49)

p̃
(0)
b = −iΩb

2
· 1

(iδb − γb)
· 1

1 + IbLb

(B.50)
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where Ib = |Ωb|2
γbΓb

and Lb =
γ2

b

γ2
b +δ2

b
.

Although a general solution is possible, here we only consider the case δb = 0.

In this case, we obtain the following result for p̃
(1)
a

p̃(1)
a = −

iΩa

2[
(iδa − γa) (iδa − γr) + |Ωb|2

4

] · (iδa − γr)
(
1 + 1

2
Ib

)
+ |Ωb|2

4γb

1 + Ib
(B.51)

Solving for the absorption at δa = 0 gives:

α (0)

α0

=
1

1 + |Ωb|2
4γaγr

·
1 + |Ωb|2

4γbΓb

(
2− Γb

γr

)
1 + |Ωb|2

γbΓb

(B.52)

The first term is the same as for the Λ and the cascade systems, and represents

the reduction in absorption due to EIT interference effects. The second term

represents the reduction in absorption due to saturation of the |g〉 ↔ |b〉 transition.

For example, if we let Γb → 0, then

α (0)

α0

→ 1

1 + |Ωb|2
4γaγr

· 1

2
(B.53)

indicating that half of the population has been pumped into state |b〉.
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APPENDIX C

NUMERICAL SOLUTIONS OF OBE USING MATHEMATICA

Included on the following pages is a copy of a Mathematica notebook used to

perform numerical solutions of the OBE described in the text of the dissertation.

By changing the input parameters and the differential equations in the notebook,

this basic script was adapted for all the numerical simulations presented in this

dissertation.
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EIT in a lambda system.  Probe kept to first order only.H* sample properties *L
γa = 1; γr = 1;H* probe parameters *L
t0 = 0;
τ = −2;
awidth = .05;
aamp = 1;
Ωa = aamp Exp@−HHt − t0 − τLêawidthL^2D;H* pump parameters *L
bwidth = 5;
bamp = 4;
Ωb = bamp Exp@−HHt − t0Lê bwidthL^2D;H* definitions *L

δa = 0;
δb = 0; H* differential equations *L
solution = NDSolve@8

pa'@tD m HI δa − γa L pa@tD + Iê2 Ωa + Iê2 Ωb pr@tD,
pr'@tD m HI Hδa − δbL − γr L pr@tD + I ê2 Ωb pa@tD,
pa@t0 − 500D m 0, pr@t0 − 500D m 0<,8pa, pr<,8t, −500, 500<,
MaxSteps → Infinity, MaxStepSize → .01, Method → RungeKuttaD;

Plot@8Ωa êaamp, Ωb êbamp, 50 Im@Evaluate@pa@tD ê. solutionDêaampD<,8t, −500, 500<, PlotRange → 88−15, 15<, 8−1, 1<<,
PlotStyle → 8RGBColor@0, 0, 1D, RGBColor@0, 0, 0D, RGBColor@0, 1, 0D<, PlotPoints → 500D
Plot@8Ωa êaamp, Ωb êbamp, 50 Re@Evaluate@pr@tD ê. solutionDêaampD<,8t, −500, 500<, PlotRange → 88−15, 15<, 8−1, 1<<,
PlotStyle → 8RGBColor@0, 0, 1D, RGBColor@0, 0, 0D, RGBColor@0, 1, 0D<, PlotPoints → 500D

EITlambdadiss.nb 1
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H* take fourier transform to get spectrum *L
starttime = −500; endtime = 500; samples = 16384∗2;H∗ make samples an even number, pref power of 2 ∗L
time = Table@starttime + i Hendtime − starttimeLê Hsamples − 1L, 8i, 0, samples − 1<D;
patimeseries = First@Evaluate@pa@timeD ê. solutionDD;
probetimeseries = aamp Exp@−HHtime − t0 − τLêawidthL^2D;
pumptimeseries = bamp Exp@−HHtime − t0LêbwidthL^2D;
freq = Flatten@8Table@N@2 Pi Hj − 1L ê Hendtime − starttimeLD, 8j, 1, samplesê2<D,

Table@N@−2 Pi Hsamples − j + 1L êHendtime − starttimeLD, 8j, samplesê2 + 1, samples<D<D;
specresponse = Fourier@patimeseriesD;
proberesponse = Fourier@probetimeseriesD;
pumpresponse = Fourier@pumptimeseriesD;
specseries = 2 γa Im@specresponseêproberesponseD;
theorspecseries = 2 γa ^2êH2 Hfreq^2 + γa ^2LL;
spectrum = Flatten@8Take@Transpose@8freq, specseries<D, −samplesê2D,

Take@Transpose@8freq, specseries<D, samplesê2D<, 1D;
theorspectrum = Flatten@8Take@Transpose@8freq, theorspecseries<D, −samplesê2D,

Take@Transpose@8freq, theorspecseries<D, samplesê2D<, 1D;
diffabs = Transpose@8Transpose@spectrumD@@1DD,

Transpose@spectrumD@@2DD − Transpose@theorspectrumD@@2DD<D;
probespectrum = Flatten@8Take@Transpose@8freq, Abs@proberesponseD<D, −samplesê2D,

Take@Transpose@8freq, Abs@proberesponseD<D, samplesê2D<, 1D;
pumpspectrum = Flatten@8Take@Transpose@8freq, Abs@pumpresponseD<D, −samplesê 2D,

Take@Transpose@8freq, Abs@pumpresponseD<D, samplesê2D<, 1D;
Null

H* plot spectra *L
ListPlot@probespectrum, PlotJoined → True,
PlotRange → 88−10, 10<, 8−1, 1<<, PlotStyle → 8RGBColor@0, 0, 1D<D;

ListPlot@pumpspectrum, PlotJoined → True, PlotRange → 88−10, 10<, 8−1, 1<<,
PlotStyle → 8RGBColor@0, 0, 1D<D;

ListPlot@spectrum, PlotJoined → True, PlotRange → 88−10, 10<, 8−1, 1<<D;
ListPlot@theorspectrum, PlotJoined → True, PlotRange → 88−10, 10<, 8−1, 1<<D;
ListPlot@diffabs, PlotJoined → True, PlotRange → 88−10, 10<, 8−1, 1<<D;
Null

filecounter = 1;

EITlambdadiss.nb 2
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H* Data Export *L
timedata =

Table@8t, N@ΩaDêaamp, N@ΩbDêbamp, Flatten@Evaluate@20 Im@pa@tDD ê. solutionDD@@1DD,
Flatten@Evaluate@Re@pr@tDD ê. solutionDD@@1DD<, 8t, −20, 20, .01<D;

header = If@filecounter < 10, "êsimulationdataêdata093002êmp093002_0",
"êsimulationdataêdata093002êmp093002_"D;

dataparams = 88"gamma", γa<, 8"gammaab", γr<, 8"pumpdetuning", δb<,8"pumplength", bwidth<, 8"pumpamp", bamp<, 8"delay", τ<<;
Export@header <> ToString@filecounterD <> "_abs" <> ".dat",
Take@spectrum, 83 samplesê8, 5∗samplesê8<DD
Export@header <> ToString@filecounterD <> "_pump" <> ".dat",
Take@pumpspectrum, 83 samplesê8, 5∗samplesê 8<DD
Export@header <> ToString@filecounterD <> "_timedata" <> ".dat", timedataD
Export@header <> ToString@filecounterD <> "_params" <> ".dat", dataparamsD
filecounter++;
Null

Export@header <> ToString@filecounterD <> "_nopumpabs" <> ".dat",
Take@theorspectrum, 83 samplesê 8, 5 ∗samplesê8<DD

EITlambdadiss.nb 3
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