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DISSERTATION ABSTRACT

Ethan Turner

Doctor of Philosophy

Department of Physics

May 2022

Title: Real-Time Bayesian Estimation and Feedback control with a Nitrogen Vacancy
Center in Diamond

Quantum sensing utilizes the sensitivity of a quantum system to a given

physical quantity in order to derive an estimate for that physical quantity.

Nitrogen vacancy (NV) centers in diamond have emerged as a popular quantum

system for sensing purposes. Due to their sensitivity to a wide variety of physical

quantities, NV centers in single and ensemble densities have been employed as

magnetometers, electrometers, pressure sensors, and thermometers. While sensing

of static and periodic signals has been achieved at nanoscale resolutions, time-

varying signals are still under study. In this dissertation we demonstrate real-

time sensing of a time-varying magnetic field using a single NV center placed

in the dark state via coherent population trapping. Estimation carried out by

a Bayesian inference-based estimator generates estimates of the field with the

detection of a single photon. The estimator’s sensitivity to statistical parameters

of the fluctuating magnetic field allows for parameter optimization using feedback
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control. Real-time magnetometry using a single solid-state spin can add a new and

powerful tool to quantum sensing.

This dissertation contains previously published and unpublished material.
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CHAPTER I

INTRODUCTION

Technological advancements of the last decade have generated remarkable

strides towards reliable control of quantum systems. These advancements coupled

with rigorous studies of quantum systems have enabled the construction of a

variety of quantum technologies [1, 2] from quantum cryptography [3], to enhanced

imaging and sensing [4, 5, 6] and quantum computers [7, 8]. An essential feature

of all quantum technologies is quantum coherence, which allows for reliable

operation of a quantum system. Any practical quantum system is coupled in

some way to its environment, causing the phase relation between quantum

states to decohere and consequentially limiting the utility of the system. While

decoherence gives the impression of quantum malevolence, studying its effects

can be helpful in uncovering information about the quantum system and its

surrounding environment.

Magnetic fields are a significant source of decoherence in a variety of

quantum systems. Fluctuating magnetic fields can be found in magnetic films

and heterostrucures [9], 2D magnetic materials [10], and biological systems [11].

Specifically, the nitrogen vacancy (NV) center in diamond, the subject of this

dissertation, is surrounded by a bath of 13C nuclear spins that generate randomly

time-varying magnetic field fluctuations. The spin bath couples with the NV

center spin, randomly shifting its ground spin states, lowering the coherence time

from its electronic spin lifetime limited (≈ 1 ms) by three orders of magnitude

[12, 13, 14]. Quantum magnetometry, applied to these systems, can provide

important physical insights for understanding these materials.
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In this dissertation, we develop a novel quantum sensor using nitrogen

vacancy (NV) centers in diamond to demonstrate real-time sensing of a

magnetic field using coherent population trapping (CPT). Additionally, we

introduce a feedback process that stabilizes the NV center in the presence of the

fluctuating field. This process can be used to infer information about the spin

bath environment surrounding the NV center which is a primary cause of its

decoherence. We then provide a technique for improving the sensitivity of our

sensor using nuclear spin pumping.

1.1. Quantum Sensing

Quantum sensing employs the fundamental sensitivity of a quantum system

to its environment for measurement of a physical quantity [15]. These quantities

range from electric and magnetic fields to temperature and pressure. While

sensitivity to these quantities is typically seen as an obstacle to overcome in fields

such as quantum computing, quantum sensing reframes these susceptibilities

as a tool for learning about quantum systems. Atomic clocks [16], precision

spectroscopy, and nuclear magnetic resonance are each historic examples of

quantum sensing prior to the development of quantum sensing as a sub-field.

Valued progress in the field of quantum sensing involves the design and engineering

of quantum systems for sensing purposes with the goal of reaching new regimes

of sensitivity from nanometer resolution in materials [17] to the detection of dark

matter[18].

The fundamental descriptors of a quantum sensor [15] include (1) the use of

a quantum object to measure a physical quantity. The quantum object typically

has well resolved, discrete energy levels that are sensitive to the quantity to be
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sensed. (2) The use of quantum coherence to measure a physical quantity. (3)

The use of entanglement to improve the sensitivity or precision of a measurement

beyond classical means. Entanglement-assisted sensing is also referred to as

quantum metrology [6, 19, 20].

1.2. Quantum Sensors

For general sensing applications, a physical process (e.g. temperature change)

induces a response in a well characterized sensor (thermometer). Due to the known

reactivity of the sensor, i.e. calibration, the response can be converted into a

metric (temperature). Quantum sensors use this same process to detect a physical

quantity that shifts the discrete energy levels of a quantum system.

There are criteria for selecting a quantum sensor. The first is that the

sensor must have discrete and resolvable energy levels. Next, the sensor must be

capable of quantum state initialization and easy read-out so that information

can be extracted from the system. Often the system is coherently manipulated,

typically with the use of external fields. The physical characteristics of the sensor

determines the physical quantity that it is sensitive to. Charged-based sensors

typically detect electric fields and spin-based sensors can be used to detect

magnetic fields. Some sensors, such as NV centers, can be used to detect multiple

quantities.

Another important characteristic of a sensor is its sensitivity to stimuli.

The sensor must be sensitive to the desired measurable quantity but must also

be robust to other physical noise. This sensitivity is determined by the stability

of the sensor’s descrete quantum states and the scale at which those levels can

be shifted. The stability of a sensor’s quantum states is limited by the state
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population decay and the decay of coherence between states, these are typically

referred to as lifetime and decoherence rates.

When it comes to choosing a sensor for a particular task, there are a

multitude of quantum sensors being developed today, each with its own unique

advantages and disadvantages. With the increased development of atomic vapor

based quantum computing so has the ability for atoms to be employed as quantum

sensors. Being a spin-based sensor, a thermal vapor of atoms can be used as a

magnetic field sensor and has achieved sensitivities in the range of 100×10−18

T/
√

Hz [5, 21, 22]. Similarly, electromagnetically trapped ions have been used as

electric field sensors capable of sensing electric forces as low as 1×10−24N/
√

Hz

using quantized motional states [23, 24] as well as magnetic fields as low as

4.6×10−12 T/
√

Hz using the ground state spin sublevels [25]. Such work has also

lead to development of dynamical decoupling which can be used to measure the

frequency of oscillating magnetic fields such as nuclear spin precession [24].

1.2.1. Solid State Sensors

Another useful class of quantum sensors are those that lie within solid state

media. Solid state hosts allow for much larger densities of sensors than their

atomic counterparts [26]. One of the oldest of these technologies are those that use

nuclear magnetic resonance (NMR), used to determine magnetic field strength by

measuring the Larmor precession of an atom’s nuclear spin. NMR techniques have

a variety of applications from in situ and dynamical field mapping in magnetic

resonance imaging (MRI), and gyroscopes [15].

Solid state quantum sensors can also be made out of electronic defects in a

host material. The most widely studied solid-state quantum sensor, and the focus
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of this dissertation, is the nitrogen vacancy (NV) center in diamond. NV centers

can be grown in a range of densities, parts-per-billion to parts-per-million, in

diamond sizes from 5 nm to 10 mm [17]. The defect can be initialized and readout

optically for sensing purposes at cryogenic and room temperatures. For densely

doped diamonds, NV ensembles have been used for biological imaging [27] and

mapping microscopic magnetic inclusions in meteorites [28]. Additionally, spin

coherence times of high density ensembles are reduced by 100-1000 times due to an

excess of substitutional nitrogen spins inherent to the strongly doped samples [15].

Single NV centers have also been used for a variety of applications such as

magnetometers [26], electrometers [29], pressure sensors [30], and thermometers

[31]. Single NV centers are able to be individually addressed optically using a

confocal setup, which enables sensing of a local environment without disturbing

other nearby defects. Another advantage of NV centers is that they are firmly

trapped within a solid. In order to detect nanometer resolution magnetic fields

one needs to bring their sensors as close to the field source as possible, which is

difficult to achieve using an atomic vapor tube. Single NV centers are able to be

implanted within 5 nm of a diamond surface with coherence times as high as 100

µs [32].

NVs have been useful for detecting time varying signals as well as static

signals. Such efforts primarily employ Ramsey interferometry [26, 33] which limits

the sensing window of the NV to a snapshot in time. For sensing periodic signals

Ramsey interferometry can only sense slowly varying signals with frequencies on

the order of the sensing window [15]. This is solved using multipulse techniques

based on spin - echos [34] such as the Car-Purcell pulse sequence [35] and periodic

dynamical-decoupling [36]. Such techniques can be used to refocus the decoherence
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caused by the surrounding spin bath of the NV [37, 38]. However, such multipulse

procedures require long pulse sequences that accumulate pulse shaping errors and

imposes disruptive forces on the quantum system under study. Magnetometry

procedures that are discussed in this dissertation occur in real-time and are

minimally invasive to surrounding quantum systems.

Particularly, in this dissertation, we demonstrate a real-time sensing

procedure that uses a three-level quantum system instead of the two-level systems

used in traditional quantum sensing techniques [15]. To do this we monitor the

fluorescence of the NV while we place it in a special quantum superposition known

as the dark state. The dark state gets its name due to destructive quantum

interference that prevents the state from being optically excited, preventing

optical decay and the emission of a photon. Such a state is achieved with the use

of coherent population trapping (CPT). Fluctuations caused by local magnetic

fields can disrupt the conditions that place the NV in the dark state, allowing

for excitation and the emission of a photon. The degree of which the dark state

fluoresces is then determined by the detuning of the applied fields. By monitoring

the spectral response of a CPT curve, which has been used for static sensing [39],

in addition to using a Bayesian inference technique we can update our estimation

of a time-varying magnetic field with the detection of a single-photon. The

temporal resolution of the sensor is therefore set by the computation latency (µs)

and the photon count rate (kHz) which is determined by the optical power of the

CPT fields and its sensitivity to magnetic field fluctuations is set by the linewidth

of the CPT spectral response. The figures of merit for quantum sensors applied to

static and periodic signals cannot be directly compared to the sensor discussed

in this dissertation due to trade-offs between its resolution and sensitivity. In
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this dissertation we sense magnetic field fluctuation amplitudes with a standard

deviation of ≈0.18 G and real time dynamics as fast as 0.1 ms.

Furthermore, since the estimation occurs in real time, we can also provide

real-time feedback control to counteract fluctuations imposed on the NV and

it’s surroundings as they occur. We introduce a feedback mechanism to our real-

time sensor and verify performance using Ramsey interferometry to measure the

improved spin-decoherence time of the ground state, T ∗2 . By adjusting the input

parameters used to estimate the time-varying magnetic field, we can determine the

statistical parameters of the fluctuating field. This presents a promising technique

for characterizing the solid state environment that surrounds a solid state spin.

Additionally we demonstrate steps towards increasing the sensitivity of the

NV. By polarizing the nuclear spin of the NV center we can eliminate linewidth

contributions that arise from the three hyperfine NV states. This is carried

out using nuclear spin pumping which utilizes the total-spin conserving optical

transitions of the NV center’s excited state to initialize the hyperfine state of the

NV via optically forbidden transitions. The result is a smaller CPT linewidth

and therefore a steeper spectral response, increasing sensitivity, and enabling the

sensing of smaller magnitude fluctuations born from decoherence sources such as

the 13C spin bath.

1.3. Dissertation Outline

In the first few chapters we introduce the NV and the various quantum

control techniques required for real-time estimation. In Chapter II, we describe the

NV center’s physical and electronic structure which dictates the quantum states

it can occupy. We then explore the NV center ground state down to the hyperfine
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interaction. Next, we discuss how to access the individual states of the NV center’s

excited state manifold and how they are affected by external forces such as strain.

In Chapter III, we provide an outline of the experimental setup used throughout

the dissertation. We also touch upon the fundamentals of NV ground state control

such as optically detected magnetic resonance (ODMR), Rabi oscillations, and

Ramsey interferometry using microwaves and present preliminary results. In

Chapter IV, we provide the theoretical background of CPT. We describe the

experimental procedure for accessing the dark state and show that the hyperfine

states of the NV center can be resolved using CPT as well.

In Chapter V we demonstrate real-time estimation of a time varying

magnetic field. We discuss the various estimators and their theoretical background

used as well as the theoretical estimation bounds that can be achieved. We

discuss how those estimators can be compared and compare their performance to

the theoretical bound. For the next chapter (VI), feedback control is employed

to counteract magnetic field fluctuations imposed on the NV. We observe

improvement in the spin decoherence time via the Ramsey interferometry. We

optimize this improvement to estimate the parameters of the fluctuating field.

In Chapter VII, we demonstrate an approach towards nuclear spin polarization

using forbidden optical transitions and MW control in a strain regime in the NV

that has yet to be explored. We then wrap up our discussion in Chapter VIII by

summarizing our findings and provide direction for further work to progress the

field.

1.4. List of Acronyms used in this Dissertation

NV - Nitrogen Vacancy Center
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MW - Microwave

ODMR - Optically Detected Magnetic Resonance

EOM - Electro-Optical Modulator

CPT - Coherent Population Trapping

FPGA- Field Programmable Gate Array

OU Process - Ornstein-Uhlenbeck Process

CRLB - Cramer-Rao Lower Bound

CPW - Coplanar Waveguide

BPE - Bayesian Parameter Estimation
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CHAPTER II

THE NITROGEN VACANCY CENTER

2.1. Electronic Structure

The nitrogen vacancy center is a color center located at a point in a diamond

lattice. Color centers are defects within a crystalline medium that can absorb

and emit light at a specific color or wavelength. Diamonds host a large band gap

(5.5 eV) which allows for color centers to be optically addressed in the largely

transparent medium. In addition to its optical properties, diamonds make an

excellent host material for solid state quantum sensors as it is chemically inert,

has a remarkably fast speed of sound (12,000 m/s), and a high Debye temperature

(2250 K). While NV centers occur naturally in diamond, they can also be grown

in the lab with engineered abundance using microwave assisted chemical vapor

deposition (CVD) [11] or implanted in the diamond surface [40][32]. Nitrogen

abundances range between < 1 parts-per-million (type IIa) and 200 parts-per-

million (type Ib) for single and ensemble NV applications respectively [41]. High

purity samples of < 5 parts-per-billion have been achieved in ”electronics grade”

diamonds [41]. The final lattice environment primarily consists of 12C isotopes,

however the non-zero spin 13C isotope has non-negligible abundance.

The nitrogen vacancy center is composed of a substitutional nitrogen with

an adjacent vacancy (Figure 2.1) located at a point in the carbon lattice of

diamond. Spatially, the various dangling bonds that surround the vacancy exhibit

a C3v symmetry, oriented along the [111] crystalline direction [42]. Each carbon

bond donates a single electron to the orbital structure while the nitrogen atom
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provides two. The electrons occupy orbital states shown in Figure 2.1b dictated

by combinations of dangling bonds that satisfy the C3v symmetry [41]. Two stable

charge states exists for the NV, the neutral NV0 and the negative NV− [43]. The

NV0 has 5 electrons making it a spin-1/2 system with a zero phonon line (ZPL)

located at 520 nm. The NV− accepts an electron from the diamond’s valance band

[44] and has a zero phonon line located at 637 nm [45]. This leaves the NV− with

a total of six electrons, yielding a total spin of S = 1 and an effective orbital

structure of 1s2sp3. The NV− will be the primary focus of this dissertation and

from here on will be referred to simply as ”NV” unless otherwise stated.

FIGURE 2.1. (a) Physical structure of the NV. (b) Electron occupation of orbital
states a1, a′1, ex and ey.

2.2. Ground State

The ground state of the NV center is a spin triplet (S = 1,ms = 0,±1) which

can be described by its ground state Hamiltonian,

Hgs = Dgs(Sz − S(S + 1)/3) + A‖gsSzIz + A⊥gs(SxIx + SyIy) + Pgs(Iz + I(I + 1)/3)

(2.1)
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where the ms = 0 spin projection is separated from the degenerate non-zero spin

projections, ms = ±1, by a zero-field splitting of Dgs = 2.88 GHz (Figure 2.2)

[42]. We will sometimes refer to the electronic projection states as |0〉 and |±1〉.

Degeneracy of the ms = ±1 projections is lifted by the application of an external

magnetic field via the Zeeman interaction. The Zeeman interaction adds a γNV ~B ·~S

term to the NV ground state Hamiltonian where γNV = gµB ≈ 2.8 MHz/G is the

gyromagnetic ratio of the NV. This factor scales the sensitivity of our magnetic

field sensor when applied to the real time sensing experiment discussed in Chapter

V.

The hyperfine interaction also plays a role in the ground state structure. The

nitrogen isotope with the largest abundance in diamond is 14N, whose total nuclear

spin is I = 1, with spin projections mI = 0,±1. The hyperfine interaction couples

the ms = ±1 spin projections with each nuclear spin projection mI . This results

in a hyperfine splitting of A
‖
gs = -2.2 MHz between each nuclear spin projection

and a nuclear quadrupole shift of Pgs = −5 MHz systematically lowers the nonzero

nuclear spin projections [42].

FIGURE 2.2. Ground state manifold of the NV center. D is the zero field
splitting and ωB is Zeeman splitting. The nuclear spin states are further split
by the quadrapole interaction (5 MHz) and the hyperfine interaction (2.2 MHz).
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2.3. Excited State

The NV center’s excited state is accessed by the promotion of an s-orbital

electron to one of the p-orbitals via optical excitation. The energy required for

excitation is determined primarily determined by the Coulomb interaction which

has a magnitude of 1.94 eV corresponding to a ZPL of 637 nm (Figure 2.3).

Beyond the excited state there exists a continuum of vibronic states otherwise

referred to as a phononic sideband (PSB) which extends to 800 nm [42]. The

excited state manifold is both an orbital doublet and a spin triplet yielding six

unique states (|Ex,y〉, |E1,2〉, |A1,2〉). The spin character of each state dictates the

selection rules of each transition from the NV ground state. States |Ex,y〉 are of

ms = 0 character while |A1,2〉 and |E1,2〉 are of non-zero spin character. The

contribution of the spin-orbit and spin-spin interactions, Hso and Hss respectively,

further jostle the states about in the manifold. Their Hamiltonians are

Hso = λz(|A1〉 〈A2|+ |A2〉 〈A2| − |E1〉 〈E1| − |E2〉 〈E2|) (2.2)

Hss = ∆(|A1〉 〈A2|+ |A2〉 〈A2|+ |E1〉 〈E1|+ |E2〉 〈E2|)

−2∆(|Ex〉 〈Ex|+ |Ey〉 〈Ey|) + ∆′(|A2〉 〈A2| − |A1〉 〈A1|)

+∆′′(|E1〉 〈Ey|+ |Ey〉 〈E1| − i |E2〉 〈Ex|+ i |Ex〉 〈E2|)

(2.3)

where λz is the spin orbit interaction, 3∆ = 1.42GHz and ∆′ = 1.55 GHz are the

spin-spin contributions. ∆′′ leads to the non-spin conserving cross transitions that

play a role in optical pumping [41].

The NV can be optically addressed using the resonant ZPL at 637 nm or

non-resonantly at 532 nm. Resonant excited state transitions are sensitive to the

polarization of the excitation light. Each transition is total spin conserving and
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FIGURE 2.3. Energy level diagram of the NV’s ground and excited state. The
state furthest right is the meta-stable singlet.

stronger transitions are characterized by the spin character of the initial state

from which they are excited, e.g. linearly polarized light (x̂ and ŷ) primarily

excites the |Ex〉 and |Ey〉 transitions from |0〉 with decay pathways that result

in the same spin character. A table of transitions and their selection rules are

shown in Table 2.1. Exciting the NV non-resonantly is also spin dependant. Non-

resonant excitation while in the electron is initially in the ms = 0 ground spin

state radiatively cycles the electron between triplet configurations in the excited

and ground state. If the electron is initially in the ms = ±1 spin state, after non-

resonant excitation, the electron will preferentially decay non-radiatively via the

intersystem crossing (ISC) to the meta-stable singlet state (Figure 2.3) before

decaying to any of the spin ground states. Repeated cycling via non-radiative

excitation, therefore can optically pump the NV into the |0〉 state. This is an
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important feature of the NV useful for initialization and readout which occurs at

room and cryogenic temperatures. Continuous resonant excitation can ionize the

NV to it’s neutral charge state. Recovery of the negative charge can be achieved

via off-resonant excitation [44].

Initial State |Ex〉 |Ey〉 |E1〉 |E2〉 |A1〉 |A2〉
|−1〉 σ+ σ+ σ− σ−
|0〉 x̂ ŷ
|+1〉 σ+ σ+ σ− σ−

TABLE 2.1. Polarization of light needed for transitions between initial states and
final excited states where σ+,− represents right and left handed circularly polarized
light respectively and x̂, ŷ are x- and y-linearly polarized light.

2.4. Strain

Crystallographic defects caused by interruptions in the crystalline structure

or composition of the diamond exert external forces on the NV. One of these

effects is localized strain which we describe with the strain Hamiltonian,

ĤStrain. Strain effects on the excited state energy levels can be described by two

parameters, δ1,2. One of which systematically alters the band structure altering

the exact ZPL. The other splits the orbital doublet states and introduces cross

terms between the various excited state energy levels which is referred to as state-

mixing. State-mixing complicates the selection rules of exciting the NV to the

excited state, allowing previously forbidden transitions to occur. The resulting

Hamiltonian can be written as a sum of each contribution, H = Hso+Hss+HStrain,
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which can be written in the basis states {|A1〉 , |A2〉 , |Ex〉 , |Ey〉 , |E1〉 , |E2〉} as

Ĥ =



∆−∆′ + λz 0 0 0 δ1 −iδ2

0 ∆ + ∆′ + λz 0 0 iδ2 −δ1

0 0 −2∆ + δ1 δ2 0 i∆′′

0 0 δ2 −2∆− δ1 ∆′′ 0

δ1 iδ2 0 ∆′′ ∆− λz 0

iδ2 −δ1 i∆ 0 0 ∆− λz


(2.4)

Figure 2.4 shows the shift in the unperturbed excited states of the NV center

as a function of δ1. Transitions with ms = 0 are linearly split, this is a key feature

for determining a given NV center’s strain environment. Looking closer, notice

that there exists a level anti-crossing around 7 GHz between the Ey and E1 states.

Excitation of the NV center with a strain parameter near this regime allows for

optical electronic spin-flip transitions [46]. This is due to state mixing between the

ms = 0 spin character excited state Ey and the nonzero spin states E1,2, also be

seen in the cross terms of Eq 2.4. These spin-flip transitions will be a vital part of

the experiments discussed in Chapter VII.

2.5. 13C Nuclear Spin Bath

An additional defect found in the diamond host is the 13C isotope. The

defect, also referred to as a P1 center, has a net nuclear spin I = 1/2, with

a typically low abundance in diamond (1.1%) [14]. While considered low, this

abundance accumulates to a ”13C nuclear spin bath” which creates a time-varying

magnetic field, which results in a shift of the non-zero electronic spin states of

the NV center. This is the primary source of decoherence of the NV limiting
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FIGURE 2.4. A plot of transition energy with respect to the unperturbed Ex,y
excited state with respect to strain parameter δ1. Dashed lines indicate non-zero
spin character

its electronic spin coherence time, T2, from milliseconds to a few microseconds

[47, 48]. The concentration of 13C changes from sample to sample and even within

the same sample. The isotope can be eliminated altogether in isotopically pure

samples [11, 43, 49]. On the other hand, nearby 13C couple strongly to the NV

and feature very long coherence times exceeding one second [50]. These spins

can be individually addressed via the hyperfine interaction with the NV center

[48, 51, 52, 53].

The nuclear spin bath plays a role in this dissertation as the model

fluctuating magnetic environment. As it will be discussed in detail further in
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Chapter V, we treat the nuclear spin bath as an Ornstein-Uhlenbeck (OU) process.

The OU process is a commonly used stochastic process that is both Markovian and

normally distributed. The process features a memory time, which encompasses the

potential dynamics of the 13C spin bath [54, 55, 56]. In the following chapters we

lay out the process taken to develop and test our quantum sensor which captures

the real-time dynamics of a time-varying magnetic field in the hopes that it can

inform the dynamics of the spin bath.
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CHAPTER III

EXPERIMENTAL METHODS

The following sections describe the experimental setup and various methods

frequently employed for locating the NV and its atomic transitions, controlling the

ground state electron spin, and determining environmental parameters.

3.1. Experimental Setup

The experiments discussed in this dissertation were carried out using a home-

built confocal microscopy setup whose schematic is shown in Figure 3.1. The NV

center is optically addressed through a high power objective lens (Nikon L Plan

100x/0.85 NA) focused just below the diamond surface. The beam’s position on

the diamond can be controlled via a remote computer using a 2D - Galvanometer

or ”galvo” (Thorlabs). The red fluorescence from the NV center is collected using

the same objective. The collection path runs counter to the excitation path to

a dichroic mirror through which its fluorescence is transmitted. Scattered and

reflected excitation light is then filtered out using a 637 nm notch filter and a 150

nm bandpass filter centered at 750 nm limiting the collected photons to those

emitted from the NV’s phononic sideband. The filtered light is then launched

into an optical fiber with a core diameter of 10 µm, which acts as our confocal

pinhole and sets the resolution of the confocal image. The collection fiber is then

coupled to a Perkin Elmer SPCM-AQR-16-FC Avalanche Photodiode (APD)

which outputs a TTL pulse for each detected photon. Single photon counting is

achieved through a photon counting card (National Instruments, PCI 6602).
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FIGURE 3.1. Schematic of the experimental setup. Initialization and coherent
population trapping beams are generated from 532 nm (green) and 637 nm
(red) lasers combined and focused onto an NV located in the diamond sample.
Fluorescence from the NV (maroon) works back through the excitation path,
transmitting through a dichroic mirror and filtered before being sent to an
avalanche photodiode (APD) detector.

Non-resonant excitation used for initializing the NV to its negative charge

state and optically pumping electron population to the ms = 0 ground state is

achieved using laser light generated by a Laser Flow Technologies 532 nm (green)

laser (LCS-0532-TFC-0050-05). This beam is switched on and off using an IsoMet

acousto-optic modulator (AOM) which is driven by a pulse modulated IsoMet

AO Driver 525C-L. Resonant excitation is achieved using tunable 637 nm (red)

diode lasers (New Focus TLB-6700) whose beams are pulsed using a pair of Gooch

and Housego R15210 AOMs. Additional optical sidebands are generated using

fiber coupled electro-optical phase modulators or EOMs (Jenoptic and EOSpace).

The red beams are combined in a polarization maintaining fiber. At the output

is a half-wave plate used to rotate the polarization of the beam to meet selection

rule criteria set by the resonant transitions. Green and red beams are combined in
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free space using a Semrock Di02R594 dichroic mirror before reflecting off a second

dichroic mirror (Semrock Di02R 635) and entering the galvo.

In order to resolve the excited states of the NV, all experiments that follow

are run at cryogenic temperatures. The sample is mounted our on the cold finger

of a closed-cycle optical cryostation (from Montana Instruments, Inc) which cools

it down to temperatures as low as 8 K. Coarse positioning of the sample occurs

within the cryostation thanks to three stacked attocubes, one for each Cartesian

direction. In order to accommodate the low-working-distance of our objective a

thin window ( 1mm) through which we can focus the excitation beam onto the NV

is installed.

The diamond sample used for all experiments is a type IIa electronic grade

chemical-vapor-deposition grown diamond (from Element Six, Inc.). Due to the

high index of refraction of our defect’s host material (nDiamond = 2.42) much of

the fluorescence from the NV is totally internally reflected (Figure 3.2a) lowering

the effective numerical aperture (NA) of our objective. To enhance the collected

fluorescence a solid immersion lens (SIL) with dimensions matching the NA of

our objective is milled into the surface of the diamond sample using a focused ion

beam (FIB) [57](Figure 3.2b).

DC current and microwave (MW) radiation can be applied to the NV

using a coplanar waveguide (CPW) fabricated on the surface of the diamond.

The aluminum waveguide is deposited and shaped using laser-writer before

development with photolithography. The waveguide is wirebonded to a printed

circuit board (PCB) which is wired to an input outside the cryostation. An RF

generator is used as a MW source for NV ground state control described in the

following sections. The MW signal is amplified by a Mini-Circuits ZHL-16W-43-
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FIGURE 3.2. (a) Schematic of the total internal reflection (red) due to the high
index of refraction of diamond while the acceptance angle determined by the NA
of our objective is much larger (green). (b) A scanning electon microscope image
of our SIL which is approximately 10 µm in diameter and enhances the NV’s
fluorescence by a factor of approximately 5. (c) Pictures of the diamond sample
with the deposited aluminum coplanar waveguide (white) and several FIB milled
SILs (top, black).

S+ amplifier. A Tektronics arbitrary function generator (AFG30523) is used as a

magnetic fluctuation source for real-time magnetometry experiments.

To achieve the Zeeman splitting needed for individual ground state spin

control a permanent magnet is mounted outside of the cryostation and oriented

along the NV’s quantization axis. A pulse generator (Spin Core, PulseBlaster

ESR-PRO-400) is used to control pulse duration and synchronization of laser and

microwave pulses, photon collection, and real-time estimation procedures discussed

in later chapters.
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FIGURE 3.3. (a) Photoluminecent (PL) map of NV centers in the diamond bulk.
(b) PL map of a SIL. Both images were taken while illuminated with 1 mW of 532
nm laser light.

3.2. Imaging the NV

Confocal imaging is necessary to locate and target the NV center with an

imaging resolution of <1 µm in the x, y, and z - dimensions. To locate the NV, a

photoluminescence (PL) map is generated at the focal point of the objective lens.

PL maps are created by continuously radiating the sample with 532 nm laser light

as the beam is rastored across the diamond surface. Fluorescence is collected for

each galvo position, thereby mapping corresponding fluorescence levels onto a 2D

image as seen in Figure 3.3.

Comparing the bulk PL map in Figure 3.3a with that of the SIL in Figure

3.3b we can see the enhanced fluorescence gained when using a SIL. The edge of

the SIL can be identified in the image as a ring that surrounds multiple bright

red spots. The NV chosen for all of the experiments described is located at the

map coordinates (5.5, 4.5) µm. This NV was chosen because of its relatively high

fluorescence, low surrounding background fluorescence and excited state strain

splitting.
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3.3. Photoluminescent Excitation

As mentioned previously, the NV center ground state is separated from the

excited state by a ZPL located near 637 nm. Tuning a laser across this wavelength

at low temperatures drives each of the various excited state transitions [46]. MWs

tuned to the NV’s ground state zero-field splitting of 2.87 GHz cycles the ground

state spin projection between the ms = 0, and ±1 spin sublevels. This results in

the spectra of excited state transitions observed in Figure 3.4b. It is important

to notice that some of the ”forbidden” transitions can be observed as well such

as the |0〉 → |E1,2〉. This is due to the existence of transverse strain within the

NV’s environment. The strain component can be determined by measuring the

splitting between the |0〉 → |Ey〉 and |0〉 → |Ex〉 transitions, which are typically

the brightest spectral transitions. The NV in our study has a strain splitting of

approximately 4 GHz. The relative spectral location of the other transitions are

consistent with the theoretical predictions shown in Figure 2.4.

Continuous resonant excitation for longer durations can cause the NV to

ionize, resulting in the neutral NV which has a different ZPL. Therefore periodic

green pulses must be added to the pulse sequence in order to reinitialize the

NV into its desired charge state. The intrinsic linewidth of the NV center is 13

MHz [58]. A closer look at the |0〉 → |Ey〉 transition in Figure 3.3c shows a

broadened Lorentzian resonance with a spectral linewidth of approximately 300

MHz. Spectral broadening is caused by many factors including diffusion within the

host material, temperature, and power broadening among others.

By applying continuous resonant excitation at smaller time scales we observe

optical pumping due to state mixing. We can investigate the effects of optical

pumping by recording the number of photon counts we get relative to the start of
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FIGURE 3.4. (a)Pulse sequence for spectrum (b) & (c) uses a green, 532 nm,
initialization pulse of 3 µs to initialize the NV in the ms= 0 ground spin state.
Microwaves are applied to cycle the ground state spin sublevel population before
being readout using a detuned red 637 nm laser. (b). PLE spectrum of all NV
excited state transitions due to microwave cycling of ground state spin sublevels
and state mixing within the excited state. (c) Zoomed in spectra of the |0〉 →|Ey〉
transition. The spectral linewidth is broadened to 300 MHz.

the excitation pulse. Figure 3.5 shows the effect of optical pumping at two optical

powers while the laser is tuned to the |0〉 → |Ey〉 transition.

Due to state mixing caused by axial strain, with each excitation there is

a probability that decay from the excited state can result in a different spin

projection. Therefore after repeated excitations the population of the ms = 0

sublevel decays. Comparing the powers in Figure 3.5, we see a slower decay

corresponding to low powers due to lower driving frequencies and faster decays

at higher powers. These transitions can be utilized for readout of the ground state

spin population with a detection window corresponding to the decay speed.
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FIGURE 3.5. (a) & (b) Time resolved PLE of the |0〉 →|Ey〉 transition while
being illuminated by 340 nW and 106 µW of 637 optical power respectively. The
rate at which the fluorescence decays determines the optimal detection window
for PLE. Photoionization, and optical pumping into different spin sublevels are
responsible for the decay.

3.4. NV Ground State Control

3.4.1. Optically Detected Magnetic Resonance

Optically detected magnetic resonance or ODMR utilizes fluorescence from

PLE readout to detect a change in the population of ground state ms = 0 spin

sublevel. The pulse sequence used for ODMR measurement is shown in figure 3.6a,

beginning with a 3 µs green pulse, initializing the spin population to |0〉. Then

the NV is radiated with microwaves for a specified duration before readout of the

ms = 0 population using the |0〉 → |Ey〉 transition. This sequence is repeated as

the microwave frequency is swept. In Figure 3.6b we see the zero-field resonance

located at 2.87 GHz, demonstrating a transfer in population from the ms = 0 to

the ms = ±1 spin sublevel. Inserting a permanent magnet along the NV’s axis we

can split the ms = ±1 levels seen in Figure 3.6c. We can maximize the population
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transferred in ODMR by pulsing the microwaves with a duration equal to a π-

rotation of the spin state described in the next section.

FIGURE 3.6. (a) Pulse sequence for pulsed ODMR uses a microwave π-pulse
to maximize signal contrast. (b) Pulsed ODMR of the zero-field ground state
sublevel resonance. A π-pulse duration of 300 ns transfers the spin population in
the ground state from ms = 0 to ms = ±1. Readout using the ms = 0 →|Ey〉
on resonance exhibits a dip in fluorescence due to the transfer of spin population.
(c) In the presence of a magnetic field oriented along the NV axis we see Zeeman
splitting of 290 MHz between the ms = ±1 spin sublevels.

Looking closer at the |0〉 → |+1〉 transition we can probe the MW power

dependence. In Figure 3.7b we see that at low powers we can resolve the hyperfine

interaction between the NV’s electron spin and the nuclear spin associated with

the 14N isostope. Since the total nuclear spin of 14N is I = 1 the possible spin

projections are mI = 0, and ±1. Each of these transitions are observed here with

the expected hyperfine splitting of 2.2 MHz. As power is increased, we see the

effects of power broadening (Figure 3.7a).
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FIGURE 3.7. Pulsed ODMR of the ms = 0 to ms = +1 microwave transition. (a)
At high power the transition becomes power broadened. (b) At lower powers we
can resolve the individual nuclear spin transitions.

3.4.2. Rabi Oscillations

Observing the effects of ODMR in the temporal domain reveals Rabi

oscillations, corresponding to the electron population transfer within the spin

sublevels of the ground state. This is carried out using the pulse sequence shown

in Figure 3.8a which starts with green initialization followed by a microwave pulse

with duration τ . Electronic population in the ms = 0 state is readout by pulsing

our red laser while tuned to the |0〉 → |Ey〉 transition. Incrementally increasing τ

while recording the observed fluorescence we can see coherent oscillations (Figure

3.8c) corresponding to a transfer between ms = 0 and ms = +1. Increasing the

power of our MW pulse we see the frequency of these oscillations increase (Figure

3.8d). Figures 3.8c & d are fit using a sinusoidal curve with a Rabi frequency

(Ω0). The Rabi frequency linearly follows the square root of the applied microwave

power (Figure 3.8b).

Zooming out in time, as in Figure 3.9, the amplitude of Rabi oscillations

appears to oscillate as well. This can be attributed to the various hyperfine
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FIGURE 3.8. (a) Pulse sequence for observing Rabi oscillations. (b) Rabi
frequency dependence as a function of the square root of MW power reveals a
linear trend. (c) & (d) Rabi oscillations at relatively low and high powers are fit
with a sinusoidal curve.

transitions within a given electronic transition. Rabi oscillations corresponding

to each mI state are each slightly detuned. The data in Figure 3.9 is fit with

the sum of three sinusoidals with frequencies Ω0 and Ω =
√

Ω2
0 + (±2.2MHz)2

with amplitudes A and A × Ω0/Ω respectively, where Ω is the generalized Rabi

frequency and ±2.2 MHz corresponds to the detuning from the other two hyperfine

transitions. Each hyperfine transition can be driven separately at low MW powers

where each hyperfine resonance is individually resolved (Figure 3.7b).
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FIGURE 3.9. Rabi oscillations observed for longer times reveals the effect of the
hyperfine transitions which cause beats in the Rabi oscillation’s amplitude.

3.4.3. Ramsey Fringes

Ramsey fringe interferometry allows for us to measure the accumulated phase

between quantum states. The pulse sequence used for Ramsey interferometry uses

the now familiar initialization and readout pulse with a different MW control

sequence in between (Figure 3.10a). For this sequence we start with a π/2 pulse

which places the NV in an equal superposition between the ms = 0 and ms = +1

or −1 state. The NV is then allowed to freely presses for a duration τ , allowing for

phase to accumulate between the two states. The spin is then rotated by another

π/2- pulse before being readout. Varying the duration of τ results in the fringe

pattern seen in Figure 3.10b & c.

The data shown in Figures 3.10b & c are fit with the sum of three sinusoids

corresponding to each hyperfine transition. Each sinusoid is has a frequency

of δ and δ ± 2.2MHz where δ is the MW detuning from the central hyperfine

resonance. Consequentially, the oscillations get much faster at higher δ as shown in

Figure 3.10c. The interferometric pattern is however limited by the spin-coherence
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FIGURE 3.10. (a) Pulse sequence used for Ramsey fringe interferometry. (b)
Ramsey fringes at zero detuning from the central hyperfine resonance with a π/2-
pulse of 25 ns. The beating pattern observed is due to the detuning from the
adjacent hyperfine transitions. (c) Ramsey fringes at a large detuning of 30 MHz
from the central resonance results in faster oscillations.

time of the NV center. Therefore the sinusoidal fit is multiplied by a Gaussian

envelope, e−(τ/T ∗
2 )2 , where T ∗2 is the spin dephasing time. The dephasing time

is the amount of time that it takes for the ms = 0 and ms = +1 states to

accumulate random phase. The fits in Figure 3.10b & c indicate that our NV has

a T ∗2 = (2.04 ± 0.15)µs. The dephasing is due to decoherence sources near the NV

which is primarily attributed to 13C nuclear spins. Decoherence times of up to 1.3

ms have been found in isotopically purified samples of diamond [11].
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3.5. Summary

With the use of confocal microscopy we gain access to the NV within the

diamond host, allowing us to optically initialize, and readout the electronic, and

hyperfine state of the NV. MW control lets us control the NV center’s ground spin

states which opens up a host of applications such as Ramsey interferometry and

real-time magnetometry and feedback as discussed later. Cooling the NV down to

cryogenic temperatures allows us to investigate the NV center’s excited state and

useful for applications such as CPT and nuclear spin pumping.
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CHAPTER IV

COHERENT POPULATION TRAPPING

Content in this chapter was written as supplemental material for a paper

coauthored by Shuhao Wu and Hailin Wang [59]. All experiments discussed were

performed by the author.

CPT acts as a very sensitive probe for measuring the effects of external fields

on the NV’s electronic structure, particularly magnetic fields. While ground state

control such as ODMR and Ramsey fringes are one way to do this, CPT enables

an optical alternative to such sensing enabling the ability to address individual

defects with micron resolution [60]. This chapter contains discussion about the

theoretical background for CPT, various experimental approaches and uses for

CPT as well as how CPT is realized using the NV. In this chapter we also see that

the hyperfine structure of the NV can also be probed.

4.1. Theory

CPT can be realized with the Λ-type three-level system shown in Figure

4.1. This system consists of two lower states, |−〉 and |+〉, which couple to an

excited state, |e〉 via two respective dipole optical transitions. For a CPT process,

the two transitions are driven by two resonant or nearly resonant laser fields

with transition frequencies ω− and ω+ as well as Rabi frequencies, Ω− and Ω+,

respectively. When the two laser fields are Raman-resonant with the two lower

states, the interaction Hamiltonian of the system in the rotating frame becomes

Ĥ =
~
2

(Ω− |−〉 〈e|+ Ω+ |+〉 〈e|) + h.c. (4.1)
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FIGURE 4.1. Schematic of a generic Λ-type three level system for CPT.

This Hamiltonian features an eigenstate given by,

|D〉 =
1√

Ω2
+ + Ω2

−
(Ω− |+〉 − Ω+ |−〉). (4.2)

|D〉 is a special superposition of the two lower states. Since the transition

coefficient, 〈e| Ĥ |D〉 = 0, an electron in this superposition state will remain

trapped in this state preventing optical emissions from the excited state in spite of

the resonant dipole optical coupling. In this context, |D〉 is a dark state [61]. This

occurs due to the destructive quantum interference caused by the superposition

of the two transitions. Detuning between one of the two transitions determines

how much fluorescence is observed. This is the guiding principle of our sensing

apparatus that allows us to do real-time magnetometry discussed in Chapter V.

Note that if the system is not initially in |D〉, it can be pumped into |D〉 via a few

cycles of optical excitation and subsequent spontaneous emission [62].

We discuss the expected spectral response to be observed in experiment by

first considering the wave function of the system in a rotating frame which can be
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written as

|Ψ〉 = C̃e |e〉+ C̃+ exp (iω+t) |+〉+ C̃− exp (iω−t) |−〉 (4.3)

The density matric elements in this rotating frame are defined as ρij = 〈C̃iC̃j
∗〉.

The corresponding density matrix equations are then given by

ρ̇e+ = −(i∆+ + γ)ρe+ +
iΩ+

2
(ρee − ρ++)− iΩ−

2
ρ−+ (4.4)

ρ̇e− = −(i∆− + γ)ρe− +
iΩ−

2
(ρee − ρ−−)− iΩ+

2
ρ+− (4.5)

ρ̇−+ = −[i(δ − ωB) + γs]ρ−+ +
iΩ+

2
ρ−e −

iΩ−
2
ρe+ (4.6)

ρ̇ee = −Γρee + (
iΩ+

2
ρe+ + c.c.) + (

iΩ−
2
ρe− + c.c.) (4.7)

where γs and γ are the decay rates for the spin coherence and optical dipole

coherence respectively, Γ is the decay rate fro the excited state population,

∆− = ωopt − ω−, ∆+ = ωopt − ω+, with ωopt and ωB being the frequency separation

between states |e〉 and |−〉 and between states |+〉 and |−〉, respectively. For our

experiments, γs << (γ,Γ) and Ω+ ≈ Ω−. Note that textbook treatment of CPT

typically assumes Ω+ << Ω−, with the electron initially in the state |+〉.

With γs << (γ,Γ, ρee) and the optical dipole coherences characterized by ρe+

and ρe− can reach steady state in a timescale much faster than that for the spin

coherence characterized by ρ−+. In this limit, ρe+ and ρe− as well as the diagonal

matrix element follow adiabatically the dynamics of ρ−+, with

ρe+ = − i

2γ
(Ω+N+ − Ω−ρ−+) (4.8)

ρe− = − −
2γ

(Ω−N− + Ω+ρ+−) (4.9)
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where N± = ρ±± − ρee is the population difference between lower and upper states.

For simplicity, we have also assumed |∆±| << γ and have thus set ∆± = 0 for Eq.

4.8 and 4.9. The steady-states excited state population is then given by

ρee =
1

2Γγ
[(Ω2

+N+ + Ω2
−N−) + 2Ω+Ω−Re(ρ−+)]. (4.10)

The CPT-induced dip in the excited state population is determined by the real

part of ρ−+.

Using Eq. 4.8 and 4.9, we arrive at the equation of motion for the spin

coherence

ρ−+ = −[i(δ − ωB) + γs +
Ω2

+ + Ω2
−

4γ
]ρ−+ −

Ω+Ω−
4γ

(N+ +N−) (4.11)

The Ω±/4γ terms in Eq. 4.11 correspond to the power broadening of the optically-

driven spin transition and thus the power broadening of the CPT resonance. The

steady-state solution of ρ−+ is given by

ρ−+ = −Ω+Ω−
4γ

N

i(δ − ωB) + γS + (Ω2
+ + Ω2

−)/4γ
, (4.12)

where N = N+ + N−. For ρee << 1, N can be approximated as the total

population in the who lower states, n. In the limit of equal Rabi frequencies for

the two optical fields, Ω+ = Ω− = Ω0, the excited state population is then given by

ρee =
Ω2

0n

2Γγ
[1− Ω2

0

2γ

γs + Ω2
0/2γ

(δ − ωB)2 + (γs + Ω2
0/2γ)2

]. (4.13)

Strong suppression of the excited state population occurs when Ω2
0 >> 2γγs and

the two incident optical fields are Raman resonant with the three-level system.
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Note that even when the system is initially prepared in a given lower state, with

Ω+ = Ω− optical excitations can quickly equalize the population in the two lower

states.

4.2. Experiment

Observation of electromagnetically induced transparency (EIT) was first

observed using NV centers in 1999 using MW transitions in the ground state [63].

CPT has been performed in a variety of Λ-type systems using optically allowed

transitions of the NV [64][65][66]. Figure 4.2a shows the Λ-type three-level system

used in our experiments for the CPT process. The |0〉 to |Ey〉 transition is allowed

due to the natural spin character of |Ey〉. Due to the high strain environment of

our NV, we have sufficient state mixing for the |+1〉 to |Ey〉 transition, which is

otherwise dipole-forbidden, to be dipole-allowed.

To obtain the CPT spectral response, we must first split the ms = ±1

electron sublevels using a permanent magnet along the NV axis. The |+1〉 to |Ey〉

transition is located using PLE while microwaves are on (Figure 3.4). While tuned

to this transition, the EOM shown in Figure 3.1 is modulated by an external RF

source whose frequency generates a sideband off of the pump laser. The sideband

frequency is swept across the separation between the |0〉 and |+1〉 sublevels.

Figure 4.2b shows a full CPT spectral response at the resonance of the |0〉 to |Ey〉

transition. CPT and the corresponding quenching of the fluorescence occur when

the detuning between two laser fields approaches the frequency separation between

the two lower states. A close-up of a CPT dip is displayed in Figure 4.3c.

A Lorentzian least-square fit to the CPT dip in Figure 4.2c yields a

CPT linewidth of 11.6 MHz. Contributions to this linewidth include the spin
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FIGURE 4.2. (a) The Λ-type three-level system used in the real-time sensing.
(b) A full CPT spectral response occurring at the resonance of the |0〉 to |Ey〉
transition. (c) A closer look at a CPT dip obtained under experimental conditions
used for real-time sensing. The red line is a least-square fit to an inverted
Lorentzian.

dephasing induced by the nuclear spin bath, the hyperfine splitting, and the

power broadening. The hyperfine splitting is 2.2 MHz. The linewidth due to the

spin dephasing is 0.6 MHz, as determined from a separate ODMR experiment.

To estimate the power broadening, we numerically fit the CPT dip with a

sum of three inverted Lorentzians with the same linewidths and with 2.2 MHz

hyperfine splitting between adjacent Lorentzians [67]. The numerical fit yields a

power broadening of 4.7 MHz. Using the expression given in Golter et. al. ([68],

supplementary information) on the power broadening contribution to the CPT

resonance, we estimate the Rabi frequency for the optical fields to be of order 5

MHz.

To resolve the individual hyperfine contributions of the 14N nuclear spin we

employ the same Λ-type three level system on each nuclear spin (Figure 4.3a).

Lowering the power of the two applied fields reduces the power broadening and

each CPT response. Figure 4.3b shows the three individual CPT-dips at a carrier

power of approximately 50 nW .
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FIGURE 4.3. (a) Energy level schematic for nuclear spin resolved CPT. (b)
Nuclear spin resolved CPT spectral response from high to lower laser powers: 430
nW (blue), 81 nW (green), and 51 nW (red). Each trace is offset from the other
for clarity.

4.3. Summary

By utilizing the nonzero spin states of the NV center for coherent population

trapping, we can use the technique for monitoring the effects of magnetic fields on

the quantum system. Furthermore, we have seen that measurement of the CPT

spectral response is not only sensitive to the electron population of the NV but

also sensitive to its nuclear state.

As we will see in Chapter V, lowering the linewidth of the CPT spectral

response such that we can resolve the nuclear spins increases the sensitivity of

the system to smaller magnetic field fluctuations. However, due to the multiple

nuclear spin states, the spectral dip is split between three nuclear spin projections.

In Chapter VII, we demonstrate an approach to polarizing the nuclear spin to a

single state for optimal sensitivity using hyperfine resolved CPT.
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CHAPTER V

MAGNETIC FIELD SENSING USING CPT

This chapter contains material coauthored by Hailin Wang and Shuhao Wu

in reference [59]. The experiments were carried out by the author and Shuhao Wu.

5.1. Introduction

The first steps for developing a good sensor is to calibrate and ensure that it

is representing the measured quantity in an accurate way. Quantum sensors using

a single solid-state spin, such as the NV center, open up a range of quantities to

measure such as magnetic and electric fields, temperatures, pressures with high

sensitivity and nanometer spatial resolution [26][29][30][11][69]. Previous studies

have primarily focused on the measurement of static and periodic signals [15][6].

The logical progression is to then sense time-varying signals [70][71][72]

To date, nearly all sensing experiments with single NV’s are based on the

use of Ramsey interferometry discussed in Chapter III. While repeated Ramsey

interferometric measurements provide information on the system, it only give

insight to a given snapshot in time at specific and limited time intervals. This

places limitations to using Ramsey interferometry for real-time sensing.

In this chapter we report the experimental demonstration of real-time sensing

of a time-varying magnetic field by using CPT of a NV center and exploiting the

statistical information known about our fluctuating magnetic field. By using CPT,

we place the NV in the dark state, limiting optical excitation and emission through

destructive quantum interference [61]. A time-varying field can kick the NV center

out of or into the dark state, leading to a change in the single-photon emissions

40



from the NV center. We use this sequence of single-photon emissions to estimate

the time-varying magnetic field in real time, with estimation carried out in a field-

programmable gate array (FPGA) as illustrated in Figure 5.1.

FIGURE 5.1. (a) Energy level schematic of CPT system used for real time
magnetometry utilizes the |0〉 → |Ey〉 and |+1〉 → |Ey〉 transitions while a time
varying fluctuation, x(t) is applied. (b) Schematic depicting the workflow of the
estimation process. A field programmable gate array (FPGA) is programmed with
a Bayesian estimator which uses refers to a CPT spectrum with a specific detuning
for estimation. As the estimator receives photon counts in real time, the estimator
uses Bayesian inference to calculate the probabilities of a frequency shift associated
with the received count rate and outputs the estimated fluctuation (blue).

The primary challenge associated with sensing using the dark state is

that experimentally, the detection rate of the single-photon emissions limits the

effective updating rate of the real-time estimation. With the overall collection

efficiency for optical emissions from a NV center at only a few percent under

typical experimental conditions, a key challenge is to obtain dynamical information

with the few photons detected. This can be overcome by taking advantage of

the statistical properties of the time-varying fields, using Bayesian inference to

update dynamical information in real time with the detection of just a single

photon, demonstrating real-time magnetometry. In this chapter, we discuss the
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theoretical framework of our Bayesian estimator and how it compares with other

estimators, compare estimation with the actual fluctuations imparted on the

NV center and show good agreement between the experimental results and the

theoretical expectation. We also compare the experimental results with the the

classical Cramer-Rao lower bound (CRLB) for the estimation process.

5.2. Theory

For real-time magnetic-field sensing, we couple the ms = 0 and ms = +1

ground spin states to the Ey excited state in a NV center through two dipole

transitions driven respectively by two resonant optical fields (Figure 5.1a). In the

limit of equal Rabi frequency, Ω, the dark state for the Λ- type three-level system

can be simply written as (|0〉 − |+1〉)/
√

2. As illustrated in Figure 5.1, the electron

becomes trapped in the dark state and the optical emission is quenched when the

Raman resonance condition, ∆ = δ − ωB = 0 is met, where ωB is the frequency

separation between the two spin states and δ is the detuning between the two laser

fields.

A time-varying magnetic field, x(t), leads to a corresponding change in ωB.

With an average Raman detuning or bias, δ − 〈ωB〉, near the half width of the

CPT spectral response (Figure 5.1b), the optical excitation of the NV center and

the resulting time sequence of single-photon emissions will be directly correlated

with the field variation as long as the variation in ωB does not exceed the half

width. It takes only a few spontaneous emission events for the CPT process to

reach steady state [62]. For field variations that occur on a timescale that is much

longer than the NV radiative lifetime (12 ns [58]), the time series of photon counts,

{yn} = {y1, y2, ..., yn, ...}, where yn is the number of photons detected during
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the nth time interval, each with a duration of τ , carries the information on the

corresponding change in ωB, denoted as {xn} = {x1, x2, ..., xn, ...} [13].

5.2.1. Ornstein-Uhlenbeck Process

The Ornstein-Uhlenbeck (OU) process is a commonly used stochastic

process [54, 55, 56, 73, 74], which is both Gaussian and Markovian. The OU

process features two key parameters, memory time (i.e. correlation time), τc and

standard deviation , σ. The process is characterized by an autocorrelation function

R(t) = 〈x(t0)x(t0 + t)〉 = σ2e−|t|/τc and can be described by the conditional

probability between two adjacent events,

pOU(x, t0 + t|x0, t0) = N (x0e
−|t|/τc , σ2(1− e−2|t|/τc)), (5.1)

where N is a normal distribution and the mean of the distribution, x0e
−|t|/τc , the

variance, σ2(1 − e−2|t|/τc), tend toward 0 and σ2, respectively, for long separation

t. As such, the conditional probability converges to N (0, σ2) which is independent

of the previous event. An example of a simulated OU process with τc = 5ms and

σ/2π = 2.2MHz is shown in Figure 5.2 .

5.2.2. Estimators

Three different estimators were used to output a time series of estimated

frequency changes, {x̃n} = {x̃1, x̃2, ..., x̃n, ...}, from the observed time series of

photon counts {yn}.
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FIGURE 5.2. An example of an AFG output, which follows a simulated OU-
process with a correlation time τC = 5 ms and a standard deviation, σ/2π = 2.2
MHz.

5.2.2.1. Average Count Estimator

The most intuitive estimator for our experiment is the average count

estimator. As implied by the name, the estimator uses the average photon count

detected in a relatively long duration, τa, to estimate x(t), with

y(a)
n ∝ τaρee(x̃n), (5.2)

where y
(a)
n is the photon count accumulated between time nt − τa and nt. We then

find the estimation by searching for the closest point on our CPT spectral response

with a step size of σ/20.

When choosing a suitable averaging time a tradeoff must be considered.

Taking long average times leads to better averaging but with a time lag introduced

by the estimator tabulating photon counts for the additional time. Since the
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estimation at t is determined by the counts accumulated between t − τa and t,

the average count estimator has an inherent delay of approximately τa/2, which is

evident in the experimental results in Figure 5.9b. Based on the results of several

estimations for different values of τa, we chose to use τa = 1.3τc to carry out our

average estimator experiments.

Another issue with the average count estimator is that the difference between

{x̃n} and {xn} is often asymmetric, as seen in Figure 5.9b, which shows a much

greater positive differences than negative differences. The time series of photon

counts used for the estimation is obtained at a given bias δ0. The bottom of the

CPT resonance to δ0 has a slope that is different from that from δ0 to δ0 + 3σ.

This asymmetry results in different performances on the different sides of δ0 for the

average count estimator.

5.2.2.2. Bayesian Estimator

Our other estimators use Bayesian inference, which has been used in earlier

sensing studies with NV centers [72] [75]. Bayesian inference, where

p(xn|yn, yn−1, . . . , y1) ∝ pȳn(yn|xn)× p′(xn|yn−1, . . . , y1), (5.3)

makes use of Baye’s Theorem, where p(xn|yn, yn−1, . . . , y1) is the posterior or the

final probability distribution, pȳn(yn|xn) is the conditional probability of detecting

yn photons in the n-th time interval given xn, p′(xn|yn−1, . . . , y1) is the prior

probability based on the previous information. We assume pȳn follows a Poisson

distribution with

pȳn(yn|xn) =
ȳynn e

−ȳn

yn!
, (5.4)
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where ȳn is the average photon counts.

For the simple Bayesian estimator, the prior probability distribution of xn

is the same as the posterior of xn−1. This estimator can be further improved by

considering the statistical properties of the OU process. We call this improved

estimator the OU Bayesian estimator. For the OU process, the probability of

finding xn at t0 + τ given xn−1 at t0 is given by a Gaussian distribution. The prior

distribution of xn can thus be written as a convolution of the posterior distribution

of xn−1 and the Gaussian conditional probability,

p′(xn = x|yn−1, . . . , y1) =

∫
dω×p(xn−1 = x−ω|yn−1, . . . , y1)×pOU(xn = xn−1+ω, t0+τ |xn−1, t0),

(5.5)

where τ = 10 µs is the interval we choose to discretize estimations, time-varying

fields, and photon counts during the experiment. The estimation is then given by,

x̃n =

∫
p(x|yn, yn−1, . . . , y1)xdx. (5.6)

As shown in Figure 5.3, the simple Bayesian estimator converges quickly to a

constant near zero (the mean for our OU process), which has also been confirmed

in our experiment. In this regard, the simple Bayesian estimator is not suitable

for real-time estimations. The simple Bayesian estimator does not make use of the

statistical properties of the OU process and therefore does not use all available

information for the estimation.

5.2.3. Cramer-Rao Lower Bound

The Cramer-Rao Lower Bound (CRLB) is the theoretical bound for the

performance of an estimator. How close an estimation is to the actual signal is
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FIGURE 5.3. Simulated estimations using the simple Bayesian estimator (blue).
At long times the estimations converge to a value near zero and is unable to
capture the dynamics of the actual OU-process (red curve). The parameters used
are nearly the same as the raw data shown in Figure 5.9.

characterized by the average estimation variance, defined as Var[x̃n(yn)] =<

(x̃n(yn) − xn(yn))2 > . CRLB gives the best estimation variance we can get given

the estimation problem. A detailed derivation of the CRLB for CPT-based real-

time estimations of an OU process can be found in an earlier study [13]. For this

experiment, the CRLB can be formulated as

Var[x̃n(yn)] ≥ σ2√
1 + 2τcσ2g(σ)

× 2

1 + 4/
√

1 + 32τcσ2g(σ)
, (5.7)

where g(σ) =< (∂f/∂δ)2/f >δ is an average over various detunings, f is the

average count rate of the photons detected at a given detuning, δ. It should be

noted that a necessary condition for an achievable CRLB is that the posterior

follows a Gaussian distribution [73]. For our system, this is only an approximation
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since the CPT spectral response around the bias point is neither linear nor

quadratic.

5.3. Experiment

To carry out real-time estimation we use the same confocal microscopy

setup described in Chapter III. To form the Λ-type system required by the CPT

process, a permanent magnet was used to split the ms = ±1 states by 590 MHz,

allowing for us to resolve the |0〉 → |Ey〉 and |+1〉 → |Ey〉 transitions. The two

resonant optical fields for the CPT process were derived from a single 637 nm

diode laser and a sideband generated by an EOM. Under these conditions, the

CPT dip obtained from the Λ-type system shown in Figure 4.2 features a linewidth

of 11.6 MHz, which includes contributions from hyperfine splitting (2.2 MHz), spin

dephasing (0.6 MHz), as well as power broadening (near 5 MHz).

As this is a proof-of-principle demonstration, we apply an external time-

varying magnetic field to the NV center by passing an electric current through

the (CPW) fabricated next to the SIL. The electrical current is generated by an

arbitrary function generator (AFG), follows a simulated OU process with given

σ and τc and with 〈x(t)〉 = 0 (Figure 5.4). This allows us to investigate the

dependence of the sensing on key parameters of the noise such as σ and τc. An

identical AFG channel is sent to an oscilloscope used to compare the supplied noise

to the CPT-based real-time estimation.

To calibrate the shift in the frequency separation between the ms = 0 and

ms = +1 states induced by the external field, we measure the resonance shift of

our CPT spectral response as a function of the AFG output voltage (Figure 5.4a).

Figure 5.4b plots the frequency separation derived from the least-square Lorentzian
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fit to the CPT dip as a function of the corresponding output voltage. The least-

square linear fit in Figure 5.4b yields a frequency-to-voltage slope of 3.81 MHz/V.

FIGURE 5.4. (a) Examples of CPT spectral takes at various fixed AFG voltages.
The solid lines are least-square fits to inverted Lorentzians. (b) CPT Resonances
vs. the corresponding AFG voltages. The solid line is a least-square fit which
provides the parameters used by the FPGA.

5.3.1. Pulse Sequence and effects of NV Ionization

Recall from Chapter III that continuous resonant excitation of a NV can

ionize the NV to its neutral charge state, NV0 [76]. To minimize the ionization,

we interrupt the sensing process periodically with a 10 µs green laser pulse, with

the APD gated off during this initialization or reinitialization process. Figure 5.5a

shows the pulse sequence used during the sensing process. The duration between

the two successive green laser pulses is set to 100 µs.

The NV0 center not only makes no contribution to the sensing process,

but also distorts the time series of the photon counts used for the estimation.

The effects of the NV0 can be seen clearly from the photon number probability

distributions shown in Figures 5.5b and 5.5c, for which the duration between the
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two successive initialization pulses is set to 100 and 500 µs, respectively. For these

photon number probability distributions, we time-tag the detected photons for 10

s and bin the photon counts in 10 ms bins. The solid red lines in Figures 5.5b and

5.5c are the corresponding Poisson distributions, for which the average count rate

is set by the experimentally observed value. The photon number distribution in

Figure 5.5c exhibits a greater deviation from the Poisson distribution as well as

a lower average count rate than that in Figure 5.5b, indicating increasing effects

of NV ionization with the increasing separation between successive initialization

pulses.

FIGURE 5.5. (a) Schematic of the repeating pulse sequence used for real-time
sensing. (b) & (c) Photon number probability distributions obtained from the
time-tagged photon counts, for which the separation between two successive green
pulses is 100 and 500 µs, respectively. The red curves are the Poisson distributions
with the average photon counts set by the experimentally observed values.

To determine the fidelity of charge initialization or reinitialization, we

apply a repeating pulse sequence consisting of a 10 µs, 532 nm initialization
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pulse followed by a 1 ms resonant excitation pulse (near 637 nm) for 20s, time-

tagging each photon received. We then bin the number of photons detected

during each red pulse (which is our readout interval). Figure 5.6 shows the

distribution of photon counts per readout interval, which appears to be bimodal.

We apply a least-squares fit of the observed distribution to the sum of two Poisson

distributions, one for each charge state. An average count rate of 0.65 and 4.45

counts per readout interval are obtained from the numerical fit for the NV0 and

NV−, respectively. The relative contribution of counts from the NV− determines

the fidelity for charge initialization. The observed fidelity of approximately 75% is

consistent with earlier studies [77].

FIGURE 5.6. Photon number probability distribution for the separation between
two successive initialization pulses equals the readout interval (1ms). The
distribution can be described as a sum of two Poisson distributions, with an
average count rate of 0.65 and 4.45 counts per readout for the NV0 (blue) and
the NV− charge states, respectively.
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FIGURE 5.7. An example of a CPT spectral response and the least-square fit to
an inverted Lorentzian used in the estimation. The vertical dashed line indicates
the position of the fixed detuning, at which the real-time sensing is carried out.
The corresponding photon count rate (obtained from the CPT spectral response)
sets the average count rate for the estimations carried out at this detuning.

5.3.2. Field Programmable Gate Array

For the real-time estimations, we implemented the three different estimators

using a FPGA (Xilinx 7k410t) included in the Keysight M3302A card. The FPGA

takes as input the time series of detected photon counts, yn, as well as other

relevant parameters, such as the CPT spectral response and the bias or Raman

detuning, and then outputs an estimation, x̃n, of the frequency shift, xn, induced

by the external time-varying magnetic field. Prior to each estimation run, we

experimentally measure the CPT spectral response and numerically fit the CPT

dip to an inverted Lorentzian. An example is given in Figure 5.7. The numerical

fit of the CPT spectral response is then used in the subsequent estimation process.

Here we discuss specifically the implementation of the OU-Bayesian

estimator. Similar approaches are also used in the implementation of average
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count as well as simple Bayesian estimators. For the OU-Bayesian estimator, the

arrays, pȳn(yn|xn) and pOU(xn, t0 + τ |xn−1, t0), (see Section 3.3)) are evaluated for

yn = 0, 1, 2, 3 and −3σ ≤ xn ≤ 3σ with a step size of σ/10. We choose cutoff

values of yn ≤ 3 and |xn| ≤ 3σ since the probabilities for values beyond these

ranges are negligible. These two arrays are uploaded to the FPGA for use during

the estimation.

The Keysight M3302A card contains a digitizer and an arbitrary waveform

generator (AWG) as well as a FPGA. During the estimation process, photon

counts in the form of TTL pulses received by the Keysight M3302A card are

digitized by the built-in digitizer. Within the Keysight card, an AND logic block

asserts high if the system is gated within the detection pulse shown in Figure

5.5a, allowing the signal to proceed to the photon accumulator (see Figure 5.8).

For every time interval (τ = 10 µs), the photon accumulator block sends the

number of photon counts detected in the interval, yn, to the FPGA. The FPGA,

with the additional inputs as discussed above, then follows the process outlined

in Section 5.8 to output an estimated xn. A voltage proportional to the estimated

xn is then generated by the AWG. We monitor both the estimations and the AFG

output voltages (which are proportional to the time-varying external fields) on an

oscilloscope (see Figure 5.9).

Note that the estimators are initially programmed in C++. For the

implementation in a FPGA, the C++ programs are converted to the native

FPGA language, Verilog, using Xilinx HLS. The processing time for the estimation

process from receiving yn to outputting an estimation is approximately 7 µs.

53



FIGURE 5.8. A block diagram of the functions of the Keysight M3302A card and
its relation to the rest of the experimental setup.

5.4. Real Time Magnetometry

Estimations obtained with the OU-Bayesian estimator, which takes into

account the statistical properties of the OU process, and with the average count

estimator are shown in Figure 5.9a and 5.9b, respectively, as well as a direct

comparison between the estimations and the actual frequency changes. For these

experiments, we used σ/2π = 2.2 MHz, τc = 5ms, and an average phton count rate

of 5400 per second. The Raman detuning or bias was set to (δ−〈ωB〉)/2π = 4MHz.

As shown in the figures, estimations obtained with the OU-Bayesian estimator

closely follow the actual field dynamics, whereas estimations obtained with the

average count estimator exhibit large deviations from the actual frequency changes

for extended periods of time.

Zooming in to relatively short durations (marked by the dashed-line boxes

in Figures 5.9a and 5.9b), the differences between these two estimators are
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FIGURE 5.9. (a)&(b) Estimations (blue solid line) of the fluctuations in ωB/2π
obtained with the OU-Bayeseian and the average count estimators, respectively,
along with the actual fluctuations (red dashed line). (c) & (d) A closer look at
the results in the dashed-lined boxes in (a) and (b), respectively, along with the
corresponding photon counts (orange dots) per updating interval.

highlighted and plot with the corresponding time series of photon counts. Figure

5.9c shows that the OU-Bayesian estimator can effectively update the dynamics

of the frequency change in real time at the single photon level. A previous study

used the complete CPT spectrum of a sinle NV for the sensing of the magnetic

fluctuations induced by the nuclear spin bath [78], for which it took about 100

detected photons to obtain a single estimation.
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In comparison with the OU-Bayesian estimator, the average count estimator

is susceptible to photon number shot noise, which leads to lard spikes inthe

estimation observed in Figure 5.9b. The asymmetry in spikes is in part due to

the choise of the Raman bias, which is considerably smaller than the halfwidth of

the CPT spectral response. As can be seen from Figure 5.9d, there is also a large

delay between the estimation and the actual frequency change due to the relatively

long τa used. Note that significantly increasing τa and thus y
(a)
n leads to reduced

fluctuation in the estimation but at the expense of lower time resolution. Average

count estimators could, however, work well for the sensing of static signals. For

example, electromagnetically induced transparency (EIT), which is closely related

to CPT, of an ensemble of NV centers has been used successfully for static sensing

[39].

5.5. Analysis

For a quantitative analysis of the estimations, we take a look at the

estimation variance which is defined as Var[x̃n] = 〈(x̃n − xn)2〉 and in particular

〈(x̃n − xn)2〉/σ2, which we denote as Var/σ2. We also compare the estimation

variances obtained from the experimentally observed time series of photon counts

and those obtained from the theoretically simulated time series of photon counts.

The theoretical model used for the simulations is presented in our earlier

study [13]. To directly compare with the experiment we simulate single-photon

emissions with the assumption that those emissions follow a Poisson distribution.

To account for the 75% charge initialization fidelity, we label each readout period

(100µs) as a zero count readout with 25% probability, or as a Poissonian readout

with 75% probability. We then simulate a time series of photon counts, with an
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update time interval τ = 10 µs, during which the counts are generated according

to a Poisson distribution or zero counts are generated, depending on the readout

label. We set the average count rate, ȳn, to that derived from the numerical fit

to the experimentally obtained CPT spectral response (see Figure 5.7). We load

the simulated time series of photon counts and the conditional probability arrays

discussed in Sections 5.3.2 to a simulated FPGA (programmed in Python), which

then outputs the estimations. The simulated estimations are analyzed in the same

manner as the experimental results.

Figure 5.10a plots Var/σ2 as a function of τc and compares the relative

variances obtained with the OU-Bayesian estimator, the average count estimator,

and the simple Bayesian estimator, which takes no account of the statistical

properties of the OU proscess. As expected, the variances for both average count

and the OU-Bayesisan estimators decrease with increasing τc. Nevertheless, Var/σ2

for the average count estimator is far above 1 when τc is near 1 ms and only falls

slightly below 1 when τc approaches 10 ms. In comparison Var/σ2 for the OU-

Bayesisan estimator remains significantly below 1 when τc approaches 1 ms.

It should be noted that with Var/σ2 ≈ 1 for the range of τc used in Figure

5.10a, the simple Bayesian estimator essentially provides no information on the

time-varying field. As shown in our earlier theoretical study [13] and confirmed in

additional experiments, estimations obtained with the simple Bayesian estimator

quickly converge to the average value, with x̃(t) ≈ 0.

Figure 5.10b compares the experimentally observed variances with the

corresponding simulated variances. Both variances were obtained with the OU-

Bayesian estimator. We found that the experimentally observed variances, for

which a perfect charge state initialization for the negatively charged NV center is
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FIGURE 5.10. (a) Comparison of estimation variances obtained with OU-
Bayesian, simple Bayesian, and average count estimators as a function of τc. (b)
Comparison of the estimation variances obtained with the OU-Bayesian estimator
wih the corresponding simulated values, for which charge initialization fidelity of
100% (dotted line) and 75 % (solid line) is assumed. The dashed line shows the
calculated CRLB. Experimental parameters used are he same as those for the
above figure, unless otherwise specified.

assumed. As shown in section 5.3.1, the charge initialization fidelity is about 75 %.

Including the nonideal charge initialization in the model yields a good agreement

between the experiment and the simulation. Figure 5.10b also shows that the

experimentally observed variance is considerably above the calculated CRLB which

can only be reached when the CPT response is linear or quadratic.

The estimation variances also depend on the choice of CPT parameters,

especially the bias. Figure 5.11a shows Var/σ2 obtained with the OU-Bayesian

estimator as a function of the the bias, with other experimental conditions the

same as those used for Figure 5.9a. As expected the estimations become ineffective

when the bias approaches 0 (near the bottom of the CPT dip), in agreement with

the theoretical expectation. The estimations also perform poorly when the bias

significantly exceeds the halfwidth of the CPT dip. Note that near the wings of

the CPT dip, effects of hyperfine splitting of the relevant spin states, which are
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not included in the theoretical model, become important, leading to the observed

variances that are large than the simulated values, as shown in Figure 5.11a.

FIGURE 5.11. (a) Estimation variances obtained with the OU-Bayesian estimator
as a function of the bias (i.e. Raman detuning). (b) Estimation variances obtained
with the OU- Bayesian estimator as a function of σ. The solid lines in both figures
show the corresponding simulated values.

The sensitivity and range of the real-time sensing process also depends on

the CPT parameters. In particular there is a tradeoff between the largest and

the smallest frequency changes that can be sensed via a CPT process. The CPT

linewidth sets the range of the sensing process, smaller linewidths creating a

more sensitive sensor. Figure 5.11b shows Var/σ2 obtained with the OU-Bayesian

estimator as a function of σ, with other experimental conditions the same as those

used for Figure 5.9a. For relatively small σ, Var/σ2 increases with decreasing σ

and goes above 1 when σ/2π falls below 0.5 MHz. In this case, the large CPT

linewidth (11.6 MHz) used in the experiment limits the sensitivity of the real-

time sensing process. The experimental results are in good agreement with the

simulated values, as shown in Figure 5.11b.

The sensitivity of the real-time sensing process can be further improved by

reducing the CPT linewidth. For example, polarizing the 14N nuclear spin with
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optical pumping avoids the complication of hyperfine splitting [66]. The use

of isotopically purified diamond reduces the dephasing induced by the nuclear

spin bath and can lead to a CPT linewidth less than 1 kHz [11]. Additional

improvements in the overall sensing performance can also be achieved through

better charge initialization, perhaps through the use of real-time control techniques

[79]

5.6. Summary

In summary, we have demonstrated real-time magnetometry using dark

states in a NV center by estimating the time-varying magnetic field from the

corresponding time series of photon counts in a CPT setting. A Bayesian estimator

that takes advantage of the statistical properties of the time-varying field can

effectively update the dynamical information of the field with the detection of

a single photon. While the statistical parameters needed for the OU-Bayesian

estimator can be obtained using traditional time-resolved measurement techniques,

these techniques are not suitable for directly probing the real-time dynamics at

nanoscale resolutions.

While a NV center has been used as a model system for our proof-of-

principle demonstration, the technique we have described can be extended to

other solid state spin systems [80]. The magnetometry can be used for studies of

time-varying magnetic fields in a variety of systems at the nanoscale, for example,

nuclear spin baths [12, 13, 14], and two-dimensional semiconductors [9, 10]. As we

will see in the next chapter, combining real-time sensing with feedback control also

opens new avenues, such as protecting a spin qubit from the fluctuating magnetic
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environment via feedback control [12, 71] and estimating the statistical parameters

of the field using Bayesian parameter estimation.
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CHAPTER VI

FEEDBACK CONTROL

The following section contains material coauthored with Shuhao Wu and

Hailin Wang. The experiments discussed were performed by myself and Shuhao

Wu.

6.1. Introduction

Spin-based quantum sensors, such as single NV centers, allow sensitive

measurements of physical quantities, including magnetic and electric fields,

temperature, and strain, with nanometer spatial resolution. Most spin-based

sensors are based on transient Ramsey interferometry. As we saw in the last

chapter, quantum sensing can also take place by continuously monitoring

the sensor through photon counting [59]. Bayesian inference, an effective and

versatile platform for parameter estimations, has also played a major role in

the development of quantum sensors [81][82]. Combining Bayesian parameter

estimations (BPE) with Ramsey interferometry has led to major improvements

in measurement sensitivity, speed, and dynamics [75]. BPE, however, can have

serious limitations. For the single-photon real-time sensing demonstrated in the

last experiment, it is essential that the statistical properties of the magnetic

field fluctuations are known and are taken advantage of in the BPE, which is not

feasible for many intended applications.

In this chapter, we show that we can overcome this limitation by introducing

feedback control to the continuous BPE, followed by a separate verification period.

Using the same CPT-based sensor with a feedback control mechanism we extend
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the decoherence time caused by a time-varying magnetic field. As previously

discussed, the sensor operates while placing two ground spin states of the NV

center in a special superposition known as the dark state. By monitoring the

dark state fluorescence, we estimate magnetic field fluctuations using a Bayesian

inference based estimator informed by the time series of detected photon counts

and the parameters of the time-varying field. Feeding the estimated signal back

into the system, we counteract the fluctuations, stabilizing the dark state and

extending the coherence time of the ground state (Figure 6.1). We perform a

verification of the feedback loop’s performance by measuring the spin decoherence

rate of the NV, 1/T ∗2 , before and after introducing feedback control using Ramsey

interferometry. Additionally, we report a means of parameter optimization, useful

for determining the statistical parameters of the fluctuating magnetic field by

exploiting the Bayesian estimator’s sensitivity to its input field parameters. The

parameters of the fluctuating field can be attained by sampling various parameters

and optimizing the each parameter’s measured improvement in T ∗2 .

6.2. Feedback Control

Feedback control solves several problems posed from the previous Chapter’s

experiments. The first being that the comparison between the applied fluctuation

and estimation in the previous chapter are a indirect measure of sensing

performance. The other is that to output an estimation of the magnetic field using

the detected photon sequence, a statistical model of noise is required for the FPGA

to output an estimation, the model and its parameters are typically unknown. We

solve these problems by inserting a feedback loop to the system and monitor how

the system respond.
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The feedback loop in our system uses a simple T junction depicted in Figure

6.1, which subtracts the estimated fluctuation from the generated fluctuation,

x(t). Due to the accuracy of our estimator, the final fluctuation is reduced,

thereby stabilizing the dark state and corresponding photon counts. However, by

introducing the feedback mechanism, we reduce the effects of the magnetic field

FIGURE 6.1. Schematic illustrating real-time feedback control of time-varying
magnetic fields using single-photon emissions from a CPT-based sensor. The
sensing process (red section) estimates a fluctuating magnetic field, x(t), by
feeding single photons from the CPT sensor (red dashed box) into a Bayesian
estimator whose output estimation is subtracted from the fluctuating signal.
Verification of the feedback process (grey section) is carried out by performing
Ramsey interferometry on the ground state qubit of the NV (black dashed box).
Verification results can be optimized by altering the fluctuation parameters used
for real-time estimation.
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fluctuations on the likelihood of photon emission. Taking this into account, the

likelihood function then becomes

pȳn(yn|xn, x̃n−1) =
ȳynn e

−ȳn

yn!
, (6.1)

where ȳn ∝ τρee(xn − x̃n−1) is modified by previous estimation.

The combination of estimator and feedback loop results in a more accurate

and sensitive system. The principle behind such improvement is illustrated in

Figure 6.2. The feedback procedure narrows the effective fluctuation distribution,

limiting the range of xn from −3σ < xn < 3σ such that they fall into the optimal

sensing range surrounding the chosen bias. Since the corrected fluctuation becomes

the estimation error, the difference between the output estimation and the initial

fluctuation, xn − x̃n, the magnetic field fluctuations imparted onto the dark state

is now less than those without feedback control resulting in a fluctuation range of

−3σ‘ < xn − x̃n < 3σ′, where σ′ < σ. Looking at Figure 6.2b, the black curve

shows the sensitivity of our sensor, g(σ), from equation 5.7 at each possible bias,

δ0, of the CPT spectral response. Recall that g(σ) is calculated by averaging the

magnetic field noise distribution centered δ0, δ0 − 3σ < δ < δ0 + 3σ, where δ is

the detuning from Raman resonance. The largest possible reduction in σ would

be σ′ = 0, resulting in a sensitivity shown by the red curve in Figure 6.2, where

g(σ′) is calculated for each δ0 averaged over a delta function centered at δ0. In

other words, the effective sensitivity at a chosen bias lies somewhere between the

red and black curves, the black being no feedback control σ′ = σ, and the red

being absolute control σ′ = 0, meaning an enhanced sensitivity with feedback

control when compared to our bare sensing experiment in the previous chapter.

The effects of this can be seen by comparing the raw data in Figure 6.3.

65



FIGURE 6.2. (a) Full CPT spectral response. (b) A closer look at the CPT
spectrum in (a) where the yellow dots are fluorescence counts, and the grey curve
is the underlying Lorentzian fit. Red and black curves show the sensitivity, g,
from equation 5.7, at each point in the spectrum with and without fluctuation
distribution.

Performance of our feedback control technique is directly assessed by

measuring the improved spin decoherence time, T ∗2 , of a ground state NV qubit.

Measurement of T ∗2 using microwave Ramsey interferometry is used ubiquitously

in quantum control applications [26, 33]. As discussed in Chapter III, each

Ramsey measurement begins by placing the qubit in an equal superposition,

(|ms = 0〉 + |ms = +1〉)/
√

2, using a microwave field detuned from ωB by a

frequency, δMW , after which it is left to freely precess at a rate equal to δMW .

During precession, the qubit interacts with the fluctuating magnetic field which

causes a fluctuations in ωB thereby introducing random phase fluctuations leading

to decoherence of the qubit. The system is then subjected to a spin-projection

measurement where the effects of decoherence can be observed as a decay in

amplitude of the spin’s precession. After several measurements at different

precession times we can determine the T ∗2 of the system. Comparing the effects of

the applied fluctuations with and without feedback control on T ∗2 gives us a clear

indicator of feedback control performance.
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6.3. Experiment

For this experiment we use the same setup described in the preceding

chapters. Some minor alterations were made to the experimental setup in order

to implement the feedback control process. To resolve the ground state spins a

permanent magnet was placed outside of the cryostation, splitting the ms = ±1

states by 430 MHz. The CPT spectral response generated for these experiments

featured a linewidth of 17.9 MHz made up of contributions from the hyperfine

splitting, 2.2 MHz, spin dephasing, 0.62 MHz, and power broadening with an

estimated Ω/2π = 10.6 MHz.

To demonstrate the proof-of-principle feedback experiment, we apply an

external time-varying magnetic field to the NV center by applying a slowly varying

voltage across the CPW fabricated next to the SIL. The voltage is generated

using an arbitrary function generator (AFG) follows a simulated OU process. The

estimated magnetic field fluctuation is subtracted from the AFG signal before

transmitting the fluctuation through the waveguide. Additionally, MW ground

state control used for Ramsey interferometry is also applied via the CPW, using

MW pulses with Rabi frequency, ΩMW/2π = 20MHz detuned from the ms = 0 and

ms = +1 ground state transition by δMW .

6.3.1. Sensing and Feedback

Our feedback control experiment begins with the initialization of the NV

to the ms = 0 state using a 10 µs green laser pulse (λ = 532 nm) followed by a

long (100 µs) CPT pulse during which the two CPT fields are applied to the NV

while fluorescence is simultaneously collected. Real-time feedback is carried out

using the FPGA in a Keysight M3302A card containing a digitizer and arbitrary
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FIGURE 6.3. (a) Raw data for photon counts received during each update interval
τ , disturbances input into system, and corresponding estimated fluctuation
under sensing setup. (b) Similar raw data obtained with feedback loop applied.
Simulated OU fluctuation has a σ = 2.2 MHz and τC = 10 ms memory time.

waveform generator (AWG). The digitizer accumulates the number of photon

counts per update time interval, and the AWG outputs a voltage corresponding

to the estimated fluctuation generated from the AFG. Those signals are subtracted

within the AFG before being sent to the CPW.

To demonstrate the real-time sensing and feedback carried out in our

experiment, we provide a sample of our raw data in Figure 6.3. As shown in

Figure 6.3a, under a standard sensing process, the blue curve is the estimation

obtained by extracting information from corresponding photon sequence (orange

dots) which follows the trend of generated noise (red curve). Figure 6.3b shows

the raw estimation while applying the feedback. Note that sensing performance is

slightly better than the estimation in Figure 6.3a.
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6.3.2. Ramsey Verification

After each 100 µs sensing-interval, verification of the feedback process is

carried out by Ramsey interferometry. The pulse sequence used for each Ramsey

measurement shown in Figure 6.4a starts with another 10 µs green initialization

pulse followed by a MW π/2-pulse, placing the NV center in a superposition

between the ms = 0 and ms = +1 spin states. The NV center is then allowed

to freely precess for a variable duration τRamsey, exposed only to the OU process or

feedback-subtracted signal. After applying a second MW π/2-pulse, the electron

population in the ms = 0 spin state is readout using the ms = 0 to Ey transition.

Figure 6.4b shows Ramsey measurement with and without feedback. The spin

decoherence times caused by the OU process were measured to be on the order

of 100 ns. Due to such a fast spin decoherence time, we required a detuning of 60

MHz to observe a sufficient number of Ramsey fringes in order to obtain a least-

squares fit for a precise measurement of T ∗2 .

6.4. Results

Looking at Figure 6.4b we can see the effects of feedback control on the spin

decoherence time of the NV center. For both traces, the NV center was subjected

to magnetic field fluctuations following an OU process with parameters τc =

15 ms and σ/2π =2.2 MHz. Each data point corresponds to the fluorescence

obtained from a 100000 spin projection readouts for a free precession duration,

τRamsey. The resulting Ramsey fringe pattern is fit with the sum of three sinusoids,

corresponding to each of the 14N hyperfine spin projections (mI = 0,±1),

multiplied by a Gaussian envelope, e−(t/T ∗
2 )2 . Fits of the data shown in Figure 6.4b

indicates spin decoherence times of T ∗2 = (182± 18) ns and T ∗2 = (90± 10) ns, with
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FIGURE 6.4. (a) Pulse sequence for real-time feedback and verification. (b)
Ramsey interferometric measurements for determining the spin decoherence time,
T ∗2 , with and without feedback control shown in the blue and black respectively.

and without feedback control, respectively. This verifies the real-time estimation

and feedback control technique, extending the decoherence time by a factor of 2.

A primary feature of this technique is its sensitivity to fluctuation parameters

input into the FPGA. Specifically, one can use this technique to identify the

statistical parameters of the time-varying field by optimizing the performance

of the feedback system. For practical applications, the system is smooth and
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insensitive to small fluctuations, making our application useful for determining

the actual parameters of decoherence source. To demonstrate this, we subject the

NV center to magnetic field fluctuations with τc = 10 ms and σ/2π =2.2 MHz.

We then vary the parameters input to our real-time estimator and measure the

resulting T ∗2 after implementing feedback control on the system. The results from

this experiment are shown in Figure 6.5. For our system the Bayesian estimator

is the optimal estimator under approximation. Therefore, we expect the best

performance to occur at the center of the heatmap where the correct parameters

lie.

FIGURE 6.5. We scan the memory time and standard deviation used for
modelling Bayesian estimator, while the actual parameters of fluctuation locates at
the center with τc = 10 ms and σ/2π =2.2 MHz. The maximum decoherence time
under feedback loop occurs at τc = 10 ms and σ/2π =1.6 MHz, which is quite close
to the actual parameters.

Looking at the heatmap shown in Figure 6.5, we can see that our system

correctly optimized T ∗2 for the τc parameter but inaccurately predicts σ. The

deviation from expectation can be caused by several factors such as experiment
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noise, calibration error, assumption error for the Bayesian estimator, these all

can make the Bayesian estimator no longer optimal, affecting the accuracy of

parameter verification. As long as these factors are not significant, the parameters

determined in this way should be quite close to the actual parameters.

We now turn our attention toward the performance of our feedback system

and its dependence on the τc of the fluctuating field. Figure 6.6 shows the factor of

improvement in T ∗2 after implementing real-time feedback control for fluctuations

with σ/2π = 2.2 MHz at various τc. The performance of the feedback system

works well as we increase τc due to the increased number of collected photons for

estimation. The improvement factor plateaus after τc = 15 ms. As the fluctuation

τc increases change in detected photon counts between subsequent τ intervals

become too small for the system to perceive. Conversely, for smaller τc, the factor

of improvement drops because there are not enough photon counts to capture the

faster fluctuation dynamics.

FIGURE 6.6. Factor of improvement in T ∗2 using feedback control as a function of
τc.
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6.5. Summary

In summary, we have demonstrated real-time feedback control on a NV

center affected by a time-varying magnetic field using the detection of a time-

series of photon counts emitted from a CPT-based sensor. The performance of

this technique was verified using Ramsey interferometric measurements to measure

the improvement of T ∗2 after applying real-time feedback control. The sensitivity of

the Bayesian estimator to the input statistical parameters of the time-varying field

enables an optimization protocol that can be used to extract the actual statistical

parameters of the field.
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CHAPTER VII

NUCLEAR SPIN POLARIZATION

7.1. Introduction

Nuclear spins are the focus of a variety of studies that require long relaxation

times on the order of seconds due to weak interaction with their surroundings[83].

Some applications that utilize this property are quantum computing, specifically

using nuclear spins as quantum registers [52][84], magnetic resonance-based

biosensing [85], NV-based magnetometry [86], and active quantum error correction

[87, 88, 89], each requiring a high degree of control over nuclear spins. Therefore,

polarization of the nuclear spin into a single spin-state is of significant interest

[12, 51, 66, 67, 90, 91]. Past experiments typically use a level-anticrossing (LAC)

in the ground or excited state accessed via a strong Zeeman splitting due to a

strong magnetic field (510 G). While in the vicinity of the LAC, the electronic spin

state mixing is maximized, allowing for transition between spin levels. Due to the

nature of spin conserving transitions, this allows for a spin ”flip-flop” interaction

to take place between the electronic and nuclear spin [51, 66, 91]. Such techniques

have been used with ensembles [90] and single NV centers [66] at both cryogenic

and room temperatures.

In this section we explore nuclear spin polarization in a regime further

away from the LAC explored extensively by previous studies. By using the spin-

preserving excited state transitions of an NV center we demonstrate nuclear spin

pumping that can be used in addition to our CPT-based magnetometer to increase

the sensitivity of our sensor to smaller magnetic field fluctuations.
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7.2. Theory

For our experiments, we utilize the total spin preserving optical transitions

of the NV center to optically pump from the nuclear spin of the NV. This process

is mediated by the hyperfine interaction which couples the NV electron spin to the

14N nuclear spin [51, 91]. In order to transfer an electron spin flip to a nuclear spin

flop, some degree of electronic state mixing is necessary. For a NV center in the

presence of no external fields, each of its excited states has a single spin character

as discussed in Chapter II, making the probability of flipping the nuclear spin ≈ 0

[51]. In many nuclear spin control experiments, maximal state mixing is attained

by placing a strong magnetic field along the electronic spin’s quantization axis

until the separation between the Ey and E1 states reach an excited state level anti-

crossing (ESLAC) (Fig 7.1). In the presence of the ESLAC, there exists significant

state mixing which allows for E1 to decay to ms = 0 with greater probability

the closer the states are to the anti-crossing. Additionally, the E2 excited state

is mixed with Ex via the spin-spin, transverse Zeeman, and transverse hyperfine

interactions [66]. This allows for a weaker path to E2 from ms = 0, which in

turn preferentially decays to ms = −1. Alternatively, state mixing required for

nuclear spin pumping can be found using NV centers with a high degree of strain,

as seen in Section 2.4 Eq. 2.4. Comparing Figure 2.4 with Figure 7.1 one can see

a similar ESLAC which suggests an analogous scheme is possible for nuclear spin

polarization. Therefore, for our experiments we use the natural strain splitting of

our NV center in order to achieve nuclear spin polarization.

Figure 7.2 outlines the cascaded pumping scheme used in [66], where

electrons are pumped from |+1〉 to |0〉 via |E1〉 and from |0〉 to |−1〉 via |E2〉.

Excited states E1,2 have strong transitions from ms = ±1, respectively. However,
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FIGURE 7.1. (a) Schematic from [51] depicting the effects of an external magnetic
field on the ground and excited states of the NV without strain. (b) Figure
from [66] which shows how the excited state LAC can be reached using a strong
magnetic field. Due to the strain of this particular NV, an even stronger magnetic
field is required to reach the LAC.

in the presence of strain or magnetic fields, sufficient state mixing allows for

transitions from the |0〉 spin state to these excited states. The depiction in

Figure 7.2 shows that pumping the strong transition |+1〉 → |E1〉, which has

a small probability of decaying to |0〉, can yield an electronic spin flip. While

simultaneously pumping the weak |0〉 → |E2〉 transition, preferentially decays

to the ms = −1 state results in an electronic spin flip in the same direction.

Since each transition results in ∆ms = −1, in order to conserve the total spin a

∆mI = +1 occurs. After a sufficient number of optical cycles, the NV center’s

nuclear spin can be pumped to mI = +1 by pumping it’s electronic spin to

ms = −1.

For our experiment, we attempt to polarize the nuclear spin using only the

|0〉 → |E2〉 transition in an excited state configuration away from the ESLAC;

aiming to improve the degree of polarization with repeated optical pumping. After

pumping the |0〉 → |E2〉 to its steady state, we can apply a MW π-pulse tuned
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FIGURE 7.2. Transitions used in [66] for nuclear spin pumping. The optical
transitions shown in red between |+1〉 → |E1〉 and |−1〉 → |E2〉 are degenerate
and the forbidden |0〉 → |E2〉 transition is in orange. Primary decay paths from
|E1〉 and |E2〉 are dark blue and purple, respectively, while the forbidden decay
paths are shaded in a lighter color. Each excitation and decay process that results
in an electron spin flip, via a the hyperfine interaction, induces a nuclear spin flop
in the other direction.

to |−1〉 → |0〉 ground state transition, allowing for us to repump the |0〉 → |E2〉

optical transition. Some advantages to this approach are that it does not require

a large magnetic field which has been shown to reduce fluorescence of the NV [92].

Also, this technique can be used with any degree of strain where the |0〉 → |E2〉 is

resolved.

7.3. Experiment

Experiments were carried out using the same optical setup discussed in

Chapter III.
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7.3.1. Determining transitions

In order to observe the lower frequency transitions required for nuclear spin

polarization we must first identify the relevant transitions using pump-probe

spectroscopy. While a carrier (pump) frequency is tuned to the |0〉 → |Ey〉

transition we sweep out the lower frequency transitions with an optical sideband

(probe) generated from an EOM which we drive using an RF source (Figure 7.3).

As the sideband passes over transitions that excite from ms = 0 ground state spin,

it partially depletes the population in that spin projection resulting in a dip of

fluorescence. While as the laser is swept over the |±1〉 transitions the population

in ms = 0 grows, resulting in the peaks seen in Figure 7.3b.

FIGURE 7.3. (a) Energy Level schematic of the pump-probe spectra taken in (b).
(b) Pump-probe spectra while pumping the |0〉 → |Ey〉 transition. Dips in the
spectra demonstrate less population in the |0〉 state due to optical pumping out of
|0〉 from the probe, while peaks show optical cycling into the |0〉 state due to the
probe pumping the electron population from |±1〉 states

This is a necessary step for any experiment involving multiple transitions.

Since the excitation beam can scatter, exciting other NV centers, multiple NV

spectra can be observed in a single PLE scan. Using pump-probe, one can deduce
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the spin character of each transition which is a necessary for confident transition

identification.

7.3.2. Nuclear Spin Pump

To determine the duration of optical pumping on the |0〉 → |E2〉 transition

we perform a time-resolved PLE similar to that in Section 3.3 Figure 3.5. First

we initialize the NV into the ms = 0 state with a 10 µs green pulse. This is

followed by a 30 µs red pulse tuned to the |0〉 → |E2〉 transition. Acquisition of

time-resolved PLE data is taken using a Picoquant TimeHarp 260 which interfaces

with the computer via a PCIe slot. Inputs to the Picoquant include a sync pulse,

which we place after our green initialization pulse, and the photon counts from our

detector, which are time-tagged relative to the sync pulse. The decay observed in

Figure 7.4 shows the number of integrated photon counts observed after 400 s of

the previously described pulse sequence with an optical power of 11 µW. Optical

pumping reaches a steady state after 5 µs.

MW induced spin transitions are nuclear spin preserving [42], therefore

readout of the NV center’s nuclear spin state is performed via hyperfine resolved

ODMR, detailed in Section 3.4.1. Figure 7.5 shows readout of a nuclear spin

pumped NV using either the ms = 0 → ms = +1 or ms = −1 transition.

After pumping on the |0〉 → |E2〉 transition, we expect the mI projection

to be biased towards mI = +1. We expect the |ms = 0,mI = +1〉 →

|ms = −1,mI = +1〉 to be higher in energy (Figure 2.2) and the reverse for the

transition to |ms = −1,mI = +1〉, according to the Hamiltonian shown in Eq 2.1.

This is consistent with the spectra shown in Figure 7.5.
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FIGURE 7.4. Time resolved PLE of the |0〉 to |E2〉 transition shows optical
pumping out of the initial ms = 0 spin state with a decay that reaches a steady
state after 5 µs.

The pulse sequence used for nuclear spin polarization is shown in Figure 7.6.

After starting with a 10 µs green initialization pulse, we pump on the |0〉 → |E2〉

transition for 5µs. The electron spin population occupies the ms = −1 spin state

since the dominant decay path from |E2〉 is to |−1〉. Therefore we apply a strong

microwave pulse to invert the population from |−1〉 to |0〉. This process is then

repeated starting from the nuclear spin pump. With each repeat, the population of

nuclear spin flips towards mI = +1 should increase. After N repeats, we apply a

weak, hyperfine resolved π-pulse and readout the nuclear spin projection with a 5

µs red laser pulse tuned to the |0〉 → |Ey〉 transition.

The results of the experiment are shown in Figure 7.7. In Figure 7.7a, after

one round of nuclear spin pumping we begin to see the population transfer to the

right resonance corresponding to mI = +1. As N increases, the left resonance
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FIGURE 7.5. Hyperfine resolved ODMR spectra of a nuclear spin pumped 14NV
as read out via the |0〉 → |−1〉 (left) and |0〉 → |+1〉 microwave transition.

appears to get smaller relative to the other spin projections until it disappears

for N = 20. It can also be seen that the ODMR signal gets increasingly noisier

as we increase N . This could be attributed to less averaging taking place for

each measurement since the acquisition time for each data point is kept constant

and the duty cycle of our pulse sequence (Fig 7.6) increases. The noisier ODMR

signal could also be due to ionization of the NV center since each increase in N

also increases the total time of resonant excitation. This point could be solved by

checking the ionization after readout, allowing for subtraction of points where the

NV has been ionized, an approach used by past experiments [66].

We infer the population in each spin projection by summing the total

amplitude of each dip and dividing each amplitude by the total. A plot of the

population in each spin projection is shown in Figure 7.7b. Under closer inspection

of Figure 7.7b we confirm our observation in Figure 7.7a and see the population

in ms = −1 drop to zero as well as the population in mI = +1 increasing to

81



FIGURE 7.6. Pulse sequence used for nuclear spin pumping.

FIGURE 7.7. (a) Hyperfine ODMR readouts for increasing number of repeated
nuclear spin pumps (blue:0, orange:1, green:5, red:10, purple:20). Spectra are
vertically offset in order to better show the difference between successive trials.(b)
Population in each nuclear spin state for different values of N . The upper plot
shows each nuclear spin resonance of mI = −1, 0,+1 from left to right to be used
as a color reference.

about 70%. Interestingly, the mI = 0 population remains steadily around 30%.

This might mean that another transition is required to flip the rest of the nuclear
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spins as in [66] or that more repeats are needed. We did not attempt more repeats,

however, since the quality of our ODMR signal appeared to decay.

7.4. Summary

In summary, we briefly discussed the previous approaches to nuclear spin

polarization and developed our own approach which utilizes state mixing due

to the presence of strain in the NV center’s environment to perform nuclear

spin pumping. We were able to polarize the nuclear spin of the NV center to a

population of 70% in the mI = +1 spin projection as confirmed by readout using

ODMR. Next steps for progressing this technique for real-time sensing would

require readout of the nuclear spin states using CPT. Nuclear spin polarization

reduces the hyperfine contribution to the linewidth of the CPT spectral response

and therefore enhances the sensitivity of our CPT sensor. This has the potential

to make our sensor sensitive enough to detect the time-varying magnetic field

generated by nearby 13C spins found in diamond which are a primary decoherence

source for the NV center.
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CHAPTER VIII

CONCLUSIONS

Quantum sensing explores the pragmatism that a quantum system has

to offer by measuring the system’s sensitivity to physical quantities which are

typically seen as an obstacles to the system’s utility. Instead, such a weakness

can be used to learn more about the quantum system and its environment with the

potential to take advantage of newly discovered properties for future technologies.

8.1. Summary

In this dissertation, we took steps beyond the typical two-level quantum

sensing workhorse of Ramsey interferometry, Using a confocal microscopy setup

we put to use a naturally occurring Λ-type three level system in the NV center to

place the NV in an optically induced dark state. We probed the sensitivity of the

dark state’s spectral response to magnetic fields, finding that we can use the wall

of the optically quenched fluorescence dip as a way to track the time-varying fields

known to be found in the NV center’s solid state environment [13].

In Chapter V, we sought out to correlate the change in fluorescence with a

fluctuating magnetic field by estimating the corresponding field. We compared

various estimators with our own input noise, finding that by taking advantage of

the statistical properties of the field, we can greatly enhance the performance of

our estimator. With the detection of a single photon, we can generate an updated

estimation of the time-varying magnetic field in real time. Consequentially the

accuracy of the real-time dynamics can be improved by increasing the photon
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count rate via optical excitation power. This, however, comes with a sensitivity

trade off due to the power broadening of the CPT spectral response.

Feeding our estimated signal back into the quantum system using feedback

control, we found an enhanced sensitivity to the fluctuating field and discovered

that the sensitivity of our estimator to the statistical parameters of the estimated

field can be optimized. By optimizing the improvement in the spin dephasing

of the ground state spin system due to feedback control of the system, new

information can be acquired about the NV center’s surroundings. However, our

system is only sensitive to large fluctuations caused by our artificial input noise.

To improve the sensitivity of our CPT-based sensor, we used the total spin

preserving excited state transitions of the NV to shrink the hyperfine contribution

of the 14N spins to the CPT linewidth. The nuclear spin of the NV could was

polarized 70% to the mI = +1 spin projection. By totally eliminating the mI = −1

spin contribution, we made promising strides toward lowering the linewidth away

from the excited state level anti-crossing.

8.2. Future Work

A primary goal for our single-photon magnetometer is to measure the real-

time dynamics of the 13C spin bath. Further steps toward this goal would be

readout of the NV center’s nuclear spin projections after nuclear spin pumping,

effectively reducing the linewidth so that smaller amplitude fluctuations could be

sensed. Introducing our feedback control technique one can optimize the T ∗2 with

respect to the input statistical parameters of our estimator to inform further spin

bath models.
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Development of a real-time magnetometer with the added benefit of feedback

control using a single solid-state spin add a new and powerful tool to the quantum

sensing toolkit. Using the NV center as a model system for this proof-of-principle

demonstration, the technique we have described can be expanded to other solid

state spin systems [80]. Magnetometry applied to investigations of time-varying

magnetic fields in nanoscale system, for example, nuclear spin baths [12, 13, 14],

and two-dimensional semiconductors [9, 10] can develop further understanding of

these systems.
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J. Scharpf, A. Denisenko, and J. Wrachtrup. Enhancing the spin properties
of shallow implanted nitrogen vacancy centers in diamond by epitaxial
overgrowth. Applied Physics Letters, 101(21), 2012. ISSN 00036951. doi:
10.1063/1.4767144.

[33] Hwang Lee, Pieter Kok, and Jonathan P. Dowling. A quantum Rosetta stone
for interferometry. Journal of Modern Optics, 49(14-15):2325–2338, 2002.
ISSN 09500340. doi: 10.1080/0950034021000011536.

[34] Spin Resonance Hahn, E.L. Spin Resonance Experiments J. 1070(1953), 1961.

[35] H. Y. Carr and E. M. Purcell. Effects of diffusion on free precession in nuclear
magnetic resonance experiments. Physical Review, 94(3):630–638, 1954. ISSN
0031899X. doi: 10.1103/PhysRev.94.630.

[36] K. Khodjasteh and D. A. Lidar. Fault-tolerant quantum dynamical decoupling.
Physical Review Letters, 95(18):1–4, 2005. ISSN 00319007. doi:
10.1103/PhysRevLett.95.180501.

[37] Zhi Hui Wang, G. De Lange, D. Ristè, R. Hanson, and V. V. Dobrovitski.
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